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## I. INTRODUCTION

In this set of lectures I shall talk about very simple things, namely the basic principles of transport theory. Much of what $I$ have to say is quite old, and in many of the problems my approach may appear to you old-fashioned. The reason is that such quantities as the electric conductivity of copper and the thermal conductivity of diamond stayed the same for many years, and some theoretical understanding was reached some time ago. Although old, it is not necessarily wrong. Sometimes there is the attitude that just because a method has been used a long time it must be worse than a more elegant one discovered yesterday. I will show you some examples where new techniques give a wrong answer, and the old ones happen to be right. That is my excuse for looking at things in a rather simple and oldfashioned way.

I will start looking at a few typical problems in the most elementary way, just to see the basic physics clearly, and then show how these very simple ideas can be used in cases where this approach is adequate, and point out other problems in which more refinement and deeper insight is necessary.

## II. THE MOST NAIVE TRANSPORT PROBLEM

The first transport problems properly handled in physics were quantities like viscosity or thermal conductivity of gases, studied by people like Boltzmann and Maxwell. We could start from these oldest examples but there is a simpler situation still, and that is the model of electrons in metals in which we imagine the electrons scattered by impurities and irregularities in the medium. The difference between this and the gas is that we can imagine the impurities fixed and therefore are dealing with a one-body problem, while in the gas each collision involves two particles, both having statistical. properties. The electron model is no different in principle but makes the considerations simpler.

Consider a situation in which an electron, described by its momentum $p$, can be scattered by some centre to a new momentum $\mathrm{p}^{\prime}$. We assume that there is a differential cross-section $\sigma\left(\underline{p}, p^{\prime}\right)$ for
this proeess. The scattering probability which will determine the electron behaviour is $w\left(\underline{p}, p^{\prime}\right)=v \sum_{i} N_{i} \sigma_{i}$, where the sum is over the possible different kinds of scattering centres, each of density $N_{i} ; ~ v i s ~ t h e ~ e l e c t r o n ~ v e l o c i t y ~ p / m . ~ W e ~ a s s u m e ~ e l a s t i c ~$ collisions and therefore the scattering probability will contain a delta function in the energy:

$$
\begin{equation*}
w\left(\underline{p}, p^{\prime}\right)=W\left(\underline{p}, p^{\prime}\right) \delta\left(E-E^{\prime}\right) \tag{1}
\end{equation*}
$$

We can follow Boltzmann in writing the Boltzmann equation which governs the rate of change of the numbers of electrons in a state. Then, if $n(\underline{p}, \underline{r})$ is the density of electrons in momentum and coordinate space, we have:
$\frac{\partial n(\underline{p}, \underline{r})}{\partial t}=-\underline{v} \cdot \frac{\partial n}{\partial \underline{r}}-\underline{F} \cdot \frac{\partial n}{\partial \underline{p}}+\int d^{3} \underline{p}^{\prime} w\left(\underline{p}, p^{\prime}\right)\left[n\left(\underline{p}^{\prime}\right)-n(\underline{p})\right]$
where the first term is the effect of the motion; the second the effect of the acceleration due to the force acting on the electron. The integral is the collision term, in which the first part represents what is called the scattering-in from the state $\mathrm{p}^{\prime}$ into the state $p$, and the other one is the scattering-out from the state $p$ into the state $\mathrm{p}^{\prime}$. We have used the law of detailed balancing, which is connected with the symmetry of the underlying mechanical process against time reversal, so that

$$
\begin{equation*}
w\left(p, p^{\prime}\right)=w\left(p^{\prime}, p\right) \tag{3}
\end{equation*}
$$

There are problems like conductivity in an external magnetic field, which do not leave this symmetry. This makes no substantial change in the results of the application of statistical mechanics except that one has to use more care in writing down the expressions. For simplicity I shall not treat such problems.

One may wonder how it is that we get here an equation which describes irreversible processes. It is well known that this equation gives sensible answers, for example, for the electric conductivity which is antisymmetric under time reversal, because in the ordinary process of conduction the charge flows from the higher to the lower potential. If the time were reversed it should flow from the lower potential to the higher potential and the conductivity would have a negative sign.

So, in going from the reversible equations of mechanics to this Boltzmann equation, we have already smuggled in the irreversible behaviour in some place. This place is the stosszahlansatz of Boltzmann.

His statement about the number of collisions is basically the following: I consider some target of cross-section $\sigma_{\partial b}$ for the process under consideration:


Evidently the number of particles of type a which make the appropriate collision in a time dt is the number of particles contained in a cylinder of crossmsection $\sigma_{a b}$ and length $v_{a} d t$, where $\underline{v}_{a}$ is the velocity of the particles. That is $\rho_{a} \sigma_{a b} v_{a}$ dt. This is exact. The important statement is that the density of particles of type $a, \rho_{a}$, in that cylinder, is assumed the same as the density of particles of type a anywhere in the system, because the particles in that cylinder "do not yet know" that they are going to collide, and the only special thing about this cylinder is that i.t is leading to a collision.

Now by making this statement we introduce a sense of time into the problem. If we consider the inverse reaction, the same crosssection applies to the inverse collision as long as we deal with elastic collisions, by the law of detailed balaneing. Therefore to describe the inverse collision we would have to assume that the density of particles with momentum $-p_{b}$ in the cylinder $c_{b}$ is the same as elsewhere. Now of course, if we consider collisions in the inverse case this is true, but for the outgoing particles in the direct case this is not true because the cylinder $c_{b}$ contains the particles that have just made a collision and their number is determined not by what happens in this second cylinder but by the incoming particles that have collided.

Of course in statistical equilibrium this does not matter. But if we are not in equilibrium, if we have for example a current flowing' in the direction $p_{a}$, then the density of "a" electrons is higher than that of $b$ electrons. After the collision, they are scattered into the direction $b$, and the density of outgoing $b$ electrons in the cylinder, $f_{b}$, is therefore greater than elsewhere in the gas.

In accepting this stosszahlansatz we make an assumption which destroys reversibility. We are allowed to do this physically because any experimental situation always arises by bringing the system at some time into some given state, and then allowing it to behave as it likes subsequently. We are concerned with an initial-value problem. But we are incapable of conducting an experiment in which, given a condition at some time, we can observe what the system did in the past. The reason for this is another question, but what we see is that we need a preferred sense in time in practical physical situations.

I mention this because in any theoretical treatment of transport problems, it is important to realize at what point the irreversibility has been incorporated. If it has not been incorporated, the treatment is wrong. A description of the situation which preserves the reversibility in time is bound to give the answer zero or infinity for any conductivity. If we do not see clearly where the irreversibility is introduced, we do not clearly understand what we are doing

Let us return to our equation and consider the collision term:

$$
\int \mathrm{d}^{3} \underline{p}^{\prime} w\left(\underline{p}, \underline{p}^{\prime}\right)\left[\mathrm{n}\left(\underline{p}^{\prime}\right)-\mathrm{n}(\underline{p})\right]
$$

I can do the integration in the second term, and the factor of $\mathbf{n}(\mathrm{p})$, which is of the dimension of an inverse time, can be called the inverse of a "collision time", $\boldsymbol{\tau}$, so the integral becomes:

$$
\begin{equation*}
\int d^{3} p^{\prime} w\left(p, p^{\prime}\right) n\left(p^{\prime}\right)-\frac{1}{\tau} n(p) \tag{4}
\end{equation*}
$$

Now, there are situations in which one can simplify the first term also, and I shall start by looking into these situations, although they are quite exceptional in practice.

Let us assume that we are dealing with free electrons so that, for a given energy, $W$ in (1) depends on $p^{\prime}$ only through its direction. Now let us assume that $W$ is independent of the direction of $\mathrm{p}^{\prime}$. In that case we are able to integrate also the first part of the collision term, and we are left simply with

$$
\begin{equation*}
\frac{1}{\tau}(\bar{n}-n) \tag{5}
\end{equation*}
$$

where $\bar{n}$ is the average of $n$ over directions. This simplest case is applicable to a classical model of hard-sphere scattering, or in quantum mechanics to scattering centres small compared to the wavelength. Then the scattering cross-section is isotropic.

Let us consider as an example two cases:
(a) There is no field and no gradient. Then the Boltzmann equation becomes

$$
\begin{equation*}
\frac{\partial n}{\partial t}=\frac{1}{\tilde{\tau}}(\bar{n}-n) \tag{6}
\end{equation*}
$$

By averaging over all directions, $\frac{\partial \bar{n}}{\partial t}=0$,
so that we can write $\frac{\partial}{\partial t}(n-\bar{n})=-\frac{1}{\tau}(n-\bar{n})$
which has the solution $\quad n-\bar{n}=F(\Omega) e^{-t / \tau}$
( $\Omega$ stands for the direction in space).
In this trivial model any deviation from equilibrium dies out exponentially and the exponent is always the same for any angular distribution. Of course we are talking here about deviations in the angular distribution. If the energy distribution is wrong then the mechanism we are discussing will not put it right, because we are considering only elastic collisions.

One talks about $\tau$ as the "relaxation time". Already in this primitive model we have two relaxation times, one for angular deviations and another for deviations in the energy distribution. In our model the latter is infinite.
(b) As a second case we shall consider an external electric field along the z-axis. The Boltzmann equation now reads:

$$
\begin{equation*}
\frac{\partial n}{\partial t}=\frac{1}{\tau}(\bar{n}-n)-e \varepsilon_{z} \frac{\partial n}{\partial p_{z}} \tag{10}
\end{equation*}
$$

In this form it is still a complicated equation to discuss because it is non-linear, in the sense that the deviation from equilibrium will grow with the electric field, and it is here multiplied by the electric field, so that there is a quadratic term. In practice we are nearly always interested in fields weak enough to neglect terms higher than linear in the fields; in other words, we consider the region in which Ohm's law is valid. In this case we can replace $\frac{\partial n}{\partial p_{z}}$ by $\frac{\partial n_{0}}{\partial p_{z}}$ where $n_{0}$ is the distribution in the absence of the external isield, in statistical equilibrium. Then:

$$
\begin{equation*}
\frac{\partial n}{\partial t}=\frac{1}{\tau}(\bar{n}-n)-e \varepsilon_{z} \frac{\partial n_{0}}{\partial p_{z}} . \tag{11}
\end{equation*}
$$

We have in fact to make this approximation if we want to describe
a stationary state, because if we keep terms quadratic in $\mathcal{E}$ there will not, in fact, be any stationary states. The reason is that we then include the Joule heat, which will make the electrons hotter and hotter, and this excess of energy cannot in our model be removed, at least by the collisions, so that no steady state is possible. Of course, one can either include in the model some process that can remove this excess energy or take into account that the metal has surfaces that can conduct it away, but this would lead to a complicated discussion.

In our approximation we can have a steady state, so that: $\frac{\partial n}{\partial t}=0$. $n_{0}$ will be a function of the energy only: $n_{0}=f(E)$ and therefore

$$
\begin{equation*}
\frac{\partial n_{0}}{\partial p_{z}}=v_{2} \frac{\partial f}{\partial \mathrm{E}} \tag{12}
\end{equation*}
$$

Now our equation is easy to solve and we have:

$$
\begin{equation*}
n=f+e \tau \varepsilon_{z} v_{z} \frac{\partial f}{\partial E} \tag{13}
\end{equation*}
$$

So we have solved our first transport problem.
We can now immediately compute the current density:

$$
\begin{align*}
j=\int d^{3} p e v_{z} n=\rho_{e} e^{2} \tau & \left\langle v_{z}^{2}\right\rangle \varepsilon_{z} \int \frac{\partial f}{\partial E} E^{\frac{1}{2}} d E / \int f E^{\frac{1}{2}} d E= \\
& =\rho_{e} e^{2} \frac{\tau}{m} \varepsilon_{z} \tag{14}
\end{align*}
$$

where $\rho_{e}$ is the spatial electron density and the average of $v_{z}{ }^{2}$ is taken over the surface of constant energy. This formula applies both to classical Boltzmann statistics or Fermi statistics. In other words, it would apply both to semiconductors and to metals. In the case of a metal - $\frac{\partial f}{\partial E}$ is nearly a delta function; it has a steep maximum at the Fermi surface, and, therefore the average of $v_{z}{ }^{2}$ is the average over the Fermi surface.

It is not a priori evident whether our derivation is right for a Fermi gas, because we have not taken the Pauli principle into account The number of collisions from state $p^{\prime}$ to $p$ is proportional not only to the number of electrons in the initial state, but also to the number of vacancies in the final state $[1-n(p)]$ and similarly in the other term: but the quadratic terms cancel out in the elastic case, which we are considering here

$$
n\left(p^{\prime}\right)[1-n(\underline{p})]-n(\underline{p})\left[1-n\left(p^{\prime}\right)\right]=n\left(p^{\prime}\right)-n(\underline{p})
$$

III. ANGIE DEPENDENT SCATTERING; MANY COLLISION TIMES

Let us see what happens if we take a slightly more realistic case, in which the scattering probability depends on the final direction. We assume we are in an isotropic medium. Then we can say that

$$
\begin{equation*}
W\left(\underline{p}, \mathrm{p}^{\prime}\right)=W(\cos \Theta) \tag{15}
\end{equation*}
$$

where $\Theta$ is the angle between $p$ and $p^{\prime}$. In other words, the collision probability depends only on the relative direction of the initial and final momenta.

Again this will be true in a gas, but it is never exact in a metal because of the crystalline structure. However, the present approximation is somewhat more realistic than the previous model,

The Boltzmann equation now becomes an integral equation. Fortunately we can exploit the isotropy to give us an immediate solution. As we are in an isotropic medium, the energy can depend only on the magnitude of the momentum, so that the energy surface is a sphere, and the collision term in (2) can be written as

$$
\begin{equation*}
\text { const. } \int d \Omega^{\prime} W(\cos \Theta)\left[n\left(p^{\prime}\right)-n(p)\right] \tag{16}
\end{equation*}
$$

Where $d \Omega$ is the element of solid angle, and $p^{\prime}$ differs from $p$ only in direction.
z We simplify this expression by using the spherical symmetry:


Expand $n(p)$ in spherical harmonics

$$
\begin{equation*}
n(p)=\sum_{l m} n_{\ell m} \Psi_{\ell m}(\theta, \phi) \tag{17}
\end{equation*}
$$

Also, we can expand $W(\cos \Theta)$ in terms of Legendre polynomials

$$
\begin{equation*}
W(\cos \Theta)=\sum_{\ell} \frac{W \ell}{(2 \ell+1)} \mathrm{P}_{\boldsymbol{l}}(\cos \Theta) \tag{18}
\end{equation*}
$$

(The factor $(2 l+1)^{-1}$ is put in for convenience).

Using the composition theorem to express $P_{l}$ as a sum of products of spherical harmonics in both directions, the integral in (16) is easily done, and the result for the original collision integral is then:

$$
\begin{equation*}
\text { const. } \sum_{\ell m}\left(w_{o}-w_{l}\right)_{\ell m} Y_{\ell m} \tag{19}
\end{equation*}
$$

From this it is immediate that, if only collisions are present

$$
\begin{equation*}
\frac{\mathrm{dn}_{l \mathrm{~m}}}{\mathrm{dt}}=-\frac{1}{\tau_{l}} n_{l \mathrm{~m}} \quad \text { where } \quad \frac{1}{\tau_{l}}=\left(w_{o}-w_{l}\right) \tag{20}
\end{equation*}
$$

In particular, ${ }^{1} / \tau_{0}=0$; there is no change in $n_{0}$ because that represents the total number of electrons at the given energy. We are still able to maintain the concept of a collision time, but this now depends on the nature of the deviation from equilibrium which we consider.

However, in the driving term of the Boltzmann equation, we have something proportional to e $\varepsilon_{z} \mathrm{v}_{\mathrm{z}}$. In an isotropic medium $\mathrm{v}_{\mathrm{z}}$ is proportional to $\cos \theta$, a first-order spherical harmonic. The relevant collision time for the disturbance caused by an external field is therefore $\tau_{1}$. This is sometimes called the transport collision time, and multiplied by the velocity it gives the transport mean free path.

The transport collision rate is given by:

$$
\begin{equation*}
\frac{1}{\tau_{1}} \simeq \int W(\cos \Theta)(1-\cos \Theta) d \Omega \tag{21}
\end{equation*}
$$

This result says that small-angle collisions carry less weight because they are not well able to remove the preferred direction due to the acceleration in the external field. For small angles, the weight is proportional to $\Theta^{2}{ }^{2}$. This is also evident: if we represent the electron momentum by a point on a sphere of constant momentum, small-angle collision will displace the point on the surface in a kind of Brownian motion, so that the displacement is proportional to the square root of the number of collisions. The number of collisions required to get us away from the initial direction is therefore proportional to the inverse square of the angle in each collision.

This fact has been responsible for building up more confidence in the concept of a collision time than was justified. In particular we can apply the same kind of considerations to the thermal
conductivity. In this case we have a different driving force, but its directional dependence is also proportional to a velocity component. It is therefore again an $l=1$ deviation from equilibrium. If we compare the electric and thermal conductivities, we see they depend on the same collision time $\tau_{1}$.

Therefore all results are the same in that comparison, as if we were dealing with hard sphere collisions and only had one collision time. In particular we get the Wiedemann-Franz law, which says that, at least at high temperatures where we can neglect the quantum nature of the lattice vibrations, the ratio of electric- to thermal conductivity is the same for all metals and varies inversely as the temperature.
IV. A STILL MORE GENERAL TRANSPORI COLLISION TIME

We have not completely justified its empirical success, because metals are reslly not isotropic. However we can go a little further; when we look for a stationary distribution in an electric field and in a temperature gradient we have:

$$
\begin{align*}
0=\frac{\partial n}{\partial t}=\int d^{3} p^{\prime} W(\cos \Theta)\left[n\left(p^{\prime}\right)-n(p)\right] & \delta\left(E-E^{\prime}\right)-e \underline{E} \cdot \underline{v} \frac{\partial^{n} 0}{\partial F} \\
& -\underline{v} \cdot \frac{\partial n}{\partial T} \frac{\partial T}{\partial \underline{x}} \tag{22}
\end{align*}
$$

where the first term is the collision term and the last two can be written together as

$$
\begin{equation*}
\underline{V} \cdot \underline{F}[E(p)] \tag{23}
\end{equation*}
$$

As long as we consider elastic collisions, where the equation contains a given energy at a time, we have only to solve this integral equation on the energy surface with the velocity on the righthand side, which is now a complicated function on the sirface.

The solution of this one equation gives us both electric and thermal conductivity, so, it is no wonder that we arrive at the same ratio as when we dealt with hard-sphere collisions. We must not use this agreement as evidence that we are dealing with the case of a clearly defined collision time. This makes our work easy in one sense because we can understand the simple empirical law of Wiedemann and Franz, but it makes it harder in the sense that it is not possible
to use this empirical law to draw any conclusions about the collision mechanism.

However, this situation is not general; if we are interested in the Hall effect or in magneto-resistance, we have a magnetic field present as well as an electric field. We are looking for an effect that is proportional to the product of both the electric and magnetic fields. We therefore have to consider a second-order term, which is no longer of the form of a single spherical harmonic. The details of the shape of the energy surface and of the collision mechanisms come in.

Indeed if, in the classical situation which we are now discussing, there was a single collision time, there could be no magnetoresistance. The fall field which develops makes the equipotential surfaces tilted:
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The force reguired to cancel out the transverse force on the electrons is the same for each electron because the collision time is the same for all. This just cancels the effect of the magnetic force in the longitudinal direction and there is no magnetoresistance.

This was found for the first time by Sommerfeld, to his great surprise. He found a small correction, because all the electrons do not all have exactly the same energy. The Fermi distribution falls off over an energy interval of the order of kT , and within that falloff range, the electrons that contribute to the conductivity have their energy spread out by an amount k'T. If the collision time depends on the energy, this gives a small variation and there will be a small magnetoresistance.since the collision times are no longer equal.

I recall a personal experience. In the early days of the theory of metals I found some results about the variation of magnetoresistance with magnetic field, without determining the magnitude, and I agreed to talk about this at a conference. To my distress I found on the eve of the conference that in my model (which used a single collision time) the magnitude of the effect was zero.

We emphasize the fact that collision time, while intuitively a very useful concept, has to be handled with care. In many situations the assumption of a single collision time can lead us astray.
V. HOW VALID IS THE BOLTZMANN EQUATION?

So far we have looked at these problems in a very simple way. The first thing we should do is to ask in what circumstances this simple picture is adequate, in classical physics.

The electron travels in straight lines between collisions,

the time interval between them being on the average a collision time.
The duration of the collision $\tau_{c}$ classically depends just on the size of the object with which the electron collides. Our momentum distribution is valid between collisions rather than inside the scattering centre. We do not try to describe what is going on inside, and we only consider the asymptotic initial and final states at each collision. There are two reasons why we should assume that $\tau_{c} \ll \tau$.

The first reason is that if they were comparable, the electron might find itself at the same time under the influence of two scattering centres and our calculations would not be valid.

Secondly, in evaluating the average of some physical quantity we neglect the contribution from inside the scattering centre. While the electron is inside the scattering centre, its properties differ from what they are outside. So if we are dealing with a situation where the fraction of time spent inside the scattering centres is appreciable, then our description is wrong.

In practice $\tau_{c}$ is comparable with $\tau$ only in very dirty metals, or in liquids, where the "lattice" is imperfect everywhere. In such cases transport theory becomes very much harder.

Consider now the changes caused by the quantum theory, apart from the Pauli principle, which we have already mentioned. In this new situation we have to describe the scattering by each centre by quantum mechanics. We take the same equations as before, but for the scattering probability we take the solution from the Schrödinger equation


The normal formula for the scattering amplitude refers to the asymptotic form. This is valid at a distance much greater than the wavelength $\lambda$, so in using it we assume that the distance between scattering centres, $r$, is very much larger than $\lambda$. If a second scatterer is placed at a distance $r$ comparable to $\lambda$ then we have new diffraction phenomena, or as one sometimes says "off-energy-shell scattering".

This can be brought out in another way, if we derive the scatter ing probability by time-dependent perturbation theory. We write:

$$
\begin{equation*}
\psi(\underline{r})=\sum a_{k} u_{k} \tag{24}
\end{equation*}
$$

where the $u_{k}$ may be plane waves. To the leading order:

$$
\begin{equation*}
\left|a_{k}\right|^{2}=\sum_{\mathrm{F}^{\prime}}\left|w_{\mathrm{kk}}{ }^{\prime}\right|^{2} \frac{1-\cos \Delta}{\Delta^{2}}\left|a_{\mathrm{k}^{\prime}}\right|^{2}=\sum_{\mathrm{k}^{\prime}}\left|\mathrm{w}_{\mathrm{kk}^{\prime}}\right|^{2}\left|a_{k^{\prime}}\right|^{2} D(\Delta) \tag{25}
\end{equation*}
$$

where

$$
\Delta=\frac{\mathrm{E}_{\mathrm{k}}-\mathrm{E}_{\mathrm{k}^{\prime}}}{h}
$$


$D(\Delta)$ is a sharp peak, of a height of the order $\hbar^{2} t^{2}$ and a width of the order $\hbar / t$. The area is therefore proportional to $t$. If the other factors can be treated as constant over an energy range of $\hbar / t$, we obtain an expression of the form

$$
\text { const. t }\left|a_{k^{\prime}}\right|^{2}\left|W_{k k^{\prime}}\right|^{2} \int\left(E-E^{\prime}\right)
$$

as in Fermi's "golden rule".
This rule is implied in our use of scattering theory, and it is seen to depend on the variation of the factors in (25) within an
energy range of $\hbar / t$ being small. But $t$ must be smaller than the collision time, to justify the consideration of a single collision. So $\hbar / \tau$ must be small compared to the relevant energy.

Now in metals the electron distribution function drops off over an energy range of $k T$, and since this function appears in one of the factors in (25) our derivation seems to require that

$$
\begin{equation*}
\hbar / \tau \ll k T \tag{26}
\end{equation*}
$$

In fact this inequality is frequently violated in metals.
VI. THE SITUATION IS BETTER THAN II SEEMS

Fortunately, while our derivation requires the condition (26), the result is valid subject only to the condition

$$
\begin{equation*}
\hbar / \tau \ll E_{F} \tag{27}
\end{equation*}
$$

where $E_{F}$ is the Fermi energy. In metals, (27) is much weaker than (26), and is usually satisfied. In semiconductors we cannot improve on (26).

The argument for replacing (26) is quite subtle. We shall use for this purpose the fluctuation-dissipation theorem, which was first applied to conductivity by Kubo (1956, 1958), obtaining an expression for the conductivity in closed form, though involving quantities which are not easy to evaluate.

I shall give a derivation of the Kubo formula for the case of impurity scattering in which we may, as before, consider one electron at a time, and work in terms of single-particle dynamics. I am here following a paper by Greenwood (1958).

In terms of the density matrix $\rho$,

$$
\begin{equation*}
\rho=\rho_{0}+\rho_{1} \tag{28}
\end{equation*}
$$

where $\int_{0}$ is that of statistical equilibrium, and $\int_{I}$ small of first order in the applied electric field $\underline{\mathscr{E}}$, the current density is

$$
\begin{equation*}
j_{z}=\operatorname{Tr}\left(e v_{z} \rho_{1}\right) \tag{29}
\end{equation*}
$$

The equation of motion for $\rho$ is

$$
\begin{equation*}
\dot{\rho}_{1}=\dot{i} / h\left[H, \rho_{1}\right]+\dot{i} / h\left[V, \rho_{0}\right] \tag{30}
\end{equation*}
$$

Here $H$ is the Hamiltonian including the effect of the scattering centres, and $V$ is the potential of the external electric field. I have neglected $P_{1}$ in the last term since its contribution would be of second order.

To fix the solution of the time-dependent equation (30) we assume that the field has grown gradually since $t=-\infty$ by a factor $e^{e t}$ with infinitesimal $\epsilon$, and that $\int_{1}$ also was zero at $-\infty$. This is where we violate time-reversal symmetry.

Now $\int_{1}$ also has a time dependence as $e^{\boldsymbol{\epsilon} t}$. (30) can now be written as

$$
\begin{equation*}
\in \rho_{1}-i / \hbar\left[H, \rho_{1}\right]=i / \hbar\left[V, \rho_{0}\right] \tag{31}
\end{equation*}
$$

We use the representation in which $H$ is diagonal and label its eigenstates by $\alpha, \beta \ldots$

$$
\begin{equation*}
\left[\epsilon-i / \hbar_{1}\left(E_{\alpha}-E_{\beta}\right)\right]\langle\alpha| \rho_{1}|\beta\rangle=e \varepsilon_{z} \frac{\langle\alpha| v_{z}|\beta\rangle}{E_{\alpha}-E_{\beta}}\left(f_{\alpha}-f_{\beta}\right) \tag{32}
\end{equation*}
$$

On the right-hand side we have eliminated the operator $z$, which appears in $V=-e \mathcal{E}_{z}$, and which does not go well with cyclic boundary conditions, in favour of the velocity by the equation $\dot{z}=v_{z}$ in the Heisenberg form; $f_{\alpha}$ is the Fermi function at energy $\mathrm{E}_{\boldsymbol{\alpha}}$.

The solution of (32) is

$$
\begin{equation*}
\langle\alpha| \int_{1}|\beta\rangle=\text { ide } \varepsilon_{z} \frac{\langle\alpha| v_{z}|\beta\rangle}{E_{\alpha}-E_{\beta}+i \hbar \epsilon} \frac{f_{\alpha}-f_{\beta}}{E_{\alpha}-E_{\beta}} . \tag{33}
\end{equation*}
$$

The current density per electron is now, from (29)

$$
\begin{equation*}
j_{z}=i \hbar e^{2} \varepsilon_{z} \sum_{\alpha_{\beta} \beta} \frac{\left.\left|\langle\alpha| v_{z}\right| \beta\right\rangle\left.\right|^{2}}{E_{\alpha}-E_{\beta}+i \hbar \epsilon} \frac{f_{\alpha}-f_{\beta}}{E_{\alpha}-E_{\beta}} \tag{34}
\end{equation*}
$$

Here every factor is symmetric in $\alpha$ and $\beta$, except the first denominator, which would change sign on interchanging $\alpha$ with $\beta$ except for the small term it. We therefore replace the expression
by its average, with $\alpha, \beta$ interchanged, to give

$$
\begin{equation*}
\left.\frac{i h e^{2}}{2} \varepsilon_{z} \sum_{\alpha, \beta}\langle\alpha| v_{z}|\beta\rangle\right|^{2} \frac{f_{\alpha}-f_{\beta}}{E_{\alpha}-E_{\beta}}\left\{\frac{1}{E_{\alpha}-E_{\beta}+i \hbar \epsilon}-\frac{1}{E_{\alpha}-E_{\beta}-i \hbar \epsilon}\right\} \tag{35}
\end{equation*}
$$

We are interested in a macroscopic system in which the energy spectrum is practically continuous. Summing, for example over all states $\beta$ with energies in a small interval $d E_{\beta}$, and then integrating, we pass above the pole in one term in the last bracket and below the pole of the other, so the difference reduces just to the residue at the pole

$$
\begin{equation*}
\left.j=r \hbar e^{2} \varepsilon_{z} \sum_{\longrightarrow}\left|\langle\alpha| v_{z}\right| \beta\right\rangle\left.\right|^{2}\left(\frac{\partial f}{\partial E^{2}}\right)_{E_{\alpha}} \delta\left(E_{\alpha}-E_{\beta}\right) . \tag{36}
\end{equation*}
$$

This is essentially the Kubo formula for the case in hand, in the representation used.

Note that (36) makes sense only in the macroscopic limit, with a continuous spectrum. Otherwise, if there are no pairs of states of exactly the same energy, coupled by matrix elements of $v$, (36) is zero, and if there are, they give terms in $\delta(0)$, which is jnfinite. For a large but finite system we should not take $\epsilon$ in (35) to go to zero, but remain larger than the spacing between levels, so that the $\delta$-function in (36) is replaced by a finite peak covering many leve]s.

For our present purpose it is important that (36) is of the form

$$
\begin{equation*}
j=\varepsilon \int \partial E F(E)\left(-\frac{\partial f}{\partial E}\right) \tag{37}
\end{equation*}
$$

where $F(E)$ is some function of the energy and $f$ the Fermi function $F(E)$ is then a kind of mobility, which will vary slowly with energy. The temperature enters only through ( $-\frac{\partial \mathrm{f}}{\partial \mathrm{E}}$ ), which is a steep maximum near $E_{F}$ of unit erea, so that (37) is practically

$$
\begin{equation*}
\varepsilon_{F\left(E_{F}\right)} \tag{38}
\end{equation*}
$$

as long as kT is small compared to the energy range over which $t$ vanishes. If $F(E)$ behaves like a power of $E$, ( 38 ) remains valid up to temperatures of the order of $E_{F} / k$. At these temperatures the expansion we have used is valid subject only to (27), and since
(38) no longer contains the temperature, the result is independent of $T$, and does not require (26).

This argument was given long ago by Landau, but never published by him. His starting-point was that it must be possible to express the conductivity in the form (37), and all we have done is to show explicitly that this is the case.
VII. THERE ARE STILL RESERVATIONS

Note that we rely essentially on the smoothness of $F(E)$. If $F(E)$ contained terms with rapid oscillations, the argument would fail, and the limit of our approximation would go towards (26). In metals there is no reason why there should be such oscillations, but it is dangerous in physics to assume the absence of a phenomenon because we know of no reason to expect it.

As an example of the situation that might arise, we may think of metals in a magnetic field. Here the quantization of the electron orbits results in a discrete spectrum with a spacing of $2 \mu \mathrm{~B}$ ( $\mu=$ Bohr magneton, B magnetic intensity) and if this is not small compared to $k T$, one gets oscillations in the susceptibility (de Haasvan Alphen effect). Here the temperature dependence is dominated by a factor of the form

$$
\begin{equation*}
e^{- \text {const kT/ } \mu \mathrm{B}} \tag{39}
\end{equation*}
$$

Which vanishes when $\frac{\mu B}{k T} \rightarrow 0$ but cannot be expanded in a Taylor series in that quantity. Jnfortunately this type of behaviour is not uncommon in statistical mechanics, and therefore looking for corrections involving higher powers of the small quantity under consideration is not always safe.

Many authors, including my student van Wieringen (1954), have looked at the next term in perturbation theory and its effect on the Boltzmann equation, and have found corrections of the relative magnitude $\frac{\hbar}{\hbar} / \tau \mathrm{E}_{\mathrm{F}}$, not $\frac{\hbar}{\hbar} / \tau \mathrm{kT}$. This is comforting, but does not rule out exponential corrections, similar to (39). These are just what one might expect in cases in which a rapid oscillatory behaviour of $F(E)$ invelidates Landau's argument, based on the form (37).

There is another, much more trivial sense in which perturbation theory may be inadequate. Our use of perturbation theory implies
the use of first-order Born approximation for the scattering from a single centre. For a strong shortmange force, for example a small hard sphere, this is invalid, although the scattering cross-section may be quite small. In that case it is easy to determine the exact scattering cross-section of a single centre from the appropriate Schrödinger equation and use it in Boltzmann's equation. It is on this basis that (27) (or in some cases perhaps (26)) represents the true limit of validity.
VIII. PAUII'S REMARK AND OFF-DIAGONAL EIEMENTS

There is one further aspect of the usual procedure which requires justification. In deriving the collision term of the Boltzmann equation, we ask, at any time, for the rate of change, over a small time interval, of the probability of the electron being in a state $p$. This is given by $\left|a_{p}\right|^{2}$, where $a_{p}$ is an expansion of the electron wave function in terms of eigenfunctions of the Hamiltonian in the perfect lattice.

In deriving Fermi's golden rule, one assumes that the system is initially in a single such eigenstate, but as a result of the interaction there will be a complicated superposition

$$
\begin{equation*}
\psi=\sum a_{p} u_{p} \tag{40}
\end{equation*}
$$

of the eigenstates $u_{p}$.
The probability $\left|a_{p}\right|^{2}$ at time $t+d t$ will contain not only
 $a_{p^{\prime}}^{*} a_{p "}$. This was first pointed out by Pauli (1928), who suggested averaging over the phases of the eigenstates at each step.

In another language, we can describe the ensemble of electrons in terms of a density matrix $\langle p| \rho\left|p^{\prime}\right\rangle$, of which the diagonal elements give the probabilities or occupation numbers. Pauli's method involves following the time evolution of $\int$ over a small time interval, assuming it diagonal at $t$, and omitting the off-diagonal elements that may have developed at $t+d t$.

The merit of Pauli's paper lies in bringing out clearly the need for a step of this kind in the usual procedure. Since then there have been many papers to show how to avoid, or justify, this omission of off-diagonal terms.

For a more rigorous treatment, we might try to start from the Kubo formula, e.g. (36), and exploit the fact that the collision rate $\tau^{-l}$ is small. Unfortunately, the direct use of perturbation theory on this expression is useless. The point is that we are dealing with an expression for the conductivity, which, in the absence of collisions, would be infinite. An expansion from infinjty as starting-point is not sensible.

I knew of the existence of a formula of the type of (36) many years ago, but regarded it as academic because $I$ could not evaluate it even for the problems which I knew were soluble by the Boltzmann method. This did not do justice to the result, because it can easily be extended to oscillating fields. In that case nothing singular happens in the absence of collisions, and if the frequency $\omega$ of the field satisfies the condition

$$
\begin{equation*}
\omega \tau \gg 1 \tag{41}
\end{equation*}
$$

a direct application of perturbation theory to the Kubo formula works well.

The static case is, in this sense, the most difficult. One attempt to give a valid derivation is found in the paper by Greenwood (1958) which has already been mentioned.

For this purpose he writes the density matrix in terms of eigenstates of the Hamiltonian $H_{o}$ containing only the kinetic energy of the electrons and the potential of the perfect lattice, but not that of the scattering centres.

By perturbation theory one then expresses the rate of change of the diagonal elements of $\rho$ in terms of the off-diagonal ones. In the equation for the rate of change of the off~diagonal elements there occur both diagonal, and other off-diagonal elements. We assume the diagonal ones to be dominant, and can then eliminate the offdiagonal ones, to obtain an equation of motion containing only diagonal elements of $\rho$. This turns out to be the usual Boltzmann equation. It is now possible to examine approximately the error caused by omitting off-diagonal terms in the second equation, by going one step further, and Greenwood finds that the error is small provided (27) is satisfied.

In this argument, which is suggestive, rather than rigorous, it is important to use the spatial uniformity of the problem. This is connected with the stochastic uniformity of the scattering potential. If we consider the stochastic average of the potential $W(\underline{r})$ of the
scattering centres, it is just a constant which can be absorbed in the lattice potential. A quadratic quantity like $\left\langle W\left(\underline{r}_{1}\right) W\left(\underline{r}_{2}\right)\right\rangle$ taken as a stochastic average, will depend orily on $\underline{r}_{1}-\underline{x}_{2}$. This results in a suppression of off-diagonal elements in $p$. If the potential were exactly uniform, $\rho$ would be exactly diagonal in $p$. With a potential which is stochastically uniform, the diagonal elements dominate.

## IX. SUMMARY OF LIMITS OF VALTDITY

So far I have restricted myself to systems in which we were essentially concerned with a one-body statistical problem. One of the conclusions reached was that the simple treatment by the Boltzmann equation was limited to systems with not too great a collision frequency. It is clear that there must be such a limitation, because, if the particles spend an appreciable fraction of their time under the influence of a scattering centre, the correctequilibrium equation of state is given by a Boltzmann factor $\exp \{\beta(T+V)\}$ (or the corresponding Fermi function) where $T$ is the kinetic energy, and $V$ the potential of the scatterers. To describe the latter, we must know the spatial correlations of the particles with the scatterers, for which there is no room in Boltzmann's equation. If we cannot describe statistical equilibrium, we clearly cannot expect to deal satisfactorily with transport problems.

Another way of looking at the same difficulty is that, if $\hbar / \tau>\mathrm{E}_{\mathrm{F}}$, the interaction with the irregularities is comparable with the main electron Hamiltonian. In other words, it is no longer possible to divide the Hamiltonian into an "unperturbed" part, which has simple eigenstates and a "perturbation" which is small. The same forces which dominate the dynamics, are responsible for the approach to equilibrium or for the limited response to an external field.

This is typically the situation in a liquid or in an amorphous substance, where it is no longer possible to set up an exact theoretical description, although one can obtain qualitative results in many practical cases.

## X. EXTENSION TO MANY-BODY PROBIEM

Let us now remove the limitation to one-body problems, and consider binary collisions. To fix the ideas consider collisions between
free fermions. Let the momenta of the incident particles be $\mathrm{p}_{1}, \mathrm{p}_{2}$ and the final states $\mathrm{p}_{1}^{\prime}, \mathrm{p}_{2}^{\prime}$. Then if $\mathrm{v}_{12}$ is the relative velocity of approach and, for elastic collisions, also the velocity of separation, and $w\left(\mathrm{p}_{1}, \mathrm{p}_{2} ; \mathrm{p}_{1}^{\prime}, \mathrm{p}_{2}^{\prime}\right)$ again the differential collision crosssection, the number of collisions specified is

$$
\begin{equation*}
\mathrm{v}_{12} w\left(\mathrm{p}_{1} \mathrm{p}_{2} ; \mathrm{p}_{1}^{\prime} \mathrm{p}_{2}^{\prime}\right) \mathrm{n}\left(\mathrm{p}_{1}\right) \mathrm{n}\left(\mathrm{p}_{2}\right)\left[1-\mathrm{n}\left(\mathrm{p}_{1}^{\prime}\right)\right]\left[1-\mathrm{n}\left(\mathrm{p}^{\prime}\right)\right] \tag{42}
\end{equation*}
$$

where the last factors again account for the number of particles in the initial states, and the number of vacancies in the final states. The difference between the rates for the specified collision and its inverse, which determines the rate of change in the occupation of one of the states in question, is

$$
\begin{align*}
& v_{12} w\left(p_{1} p_{2} ; \underline{p}_{1}^{\prime} p_{2}^{\prime}\right)\left\{n ( p _ { 1 } ) n ( p _ { 2 } ) [ 1 - n ( p _ { 1 } ^ { \prime } ) ] \left[1-n\left(p_{2}\right)\right.\right. \\
&\left.-n\left(p_{1}^{\prime}\right) n\left(p_{2}^{\prime}\right)\left[1-n\left(p_{1}\right)\right]\left[1-n\left(p_{2}\right)\right]\right\} \tag{43}
\end{align*}
$$

If we were dealing with bosons, $1-n$ would in each case be replaced by $1+n$.
XI. NEGLECT OF CORRELATIONS
(43) should strictly be read as giving the probability of an individual transition, minus that of the inverse transition with the $\mathrm{n}(\mathrm{p})$ being 0 or 1 . In finding the mean rates of transition, we should average the expression, thus forming an average of terms like

$$
\begin{equation*}
\left\langle n\left(\underline{p}_{1}\right) n\left(\underline{p}_{2}\right)\right\rangle \tag{44}
\end{equation*}
$$

and of higher powers. This involves the two and three-particle distributions, and if we look for an equation for their change with time, we require four and five particle distribution. This would lead us to an infinite hierarchy of linked equations.

Fortunately, this is unnecessary in the dilute system, because we can then assume, with Boltzmann, that the many-body distribution functions factorize, e.g.

$$
\begin{equation*}
\left\langle n\left(p_{1}\right) n\left(p_{2}\right)\right\rangle=\left\langle n\left(\underline{p}_{1}\right)\right\rangle\left\langle n\left(p_{2}\right)\right\rangle . \tag{45}
\end{equation*}
$$

We have already discussed the "stosszahlansatz" which implies (45) before any collision. We noted also that after each collision
the particles will be correlated. If a given pair of particles which had just collided, were likely to collide again, our assumption (45) would therefore be unjustified. However, in a dilute system the mean free path is much longer than the average distance between the particles. Before the two given particles are likely to collide again, they will have many opportunities of colliding with others, and this will wipe out the correlation. Evidently this would not apply in a dense system, in particular in which a pair of neighbouring molecules may make a large number of collisions with each other interspersed only each time by one collision with another.

We conclude that, for the dilute system, we may treat each of the $n(p)$ in (43) as an average.

## XiI. CONSERVATION LAWS

Then (43) should vanish in equilibrium. Indeed, the bracket can be expressed, in an obvious shorthand notation, as

$$
\begin{equation*}
n_{1} n_{2} n_{1}^{\prime} n_{2}^{\prime}\left\{\frac{1-n_{1}^{\prime}}{n_{1}^{\prime}} \frac{1-n_{2}^{\prime}}{n_{2}^{\prime}}-\frac{1-n_{1}}{n_{1}} \frac{1-n_{2}}{n_{2}}\right\} \tag{46}
\end{equation*}
$$

For the Fermi distribution

$$
\begin{equation*}
\frac{1-n}{n}=e^{\left(E-E_{F}\right) / k T} \tag{47}
\end{equation*}
$$

so that the bracket in (46) is

$$
\begin{equation*}
e^{-2 E_{F} / k T}\left\{e^{\left(E_{1}^{\prime}+E_{2}^{\prime}\right) / k T}-e^{\left(E_{1}+E_{2}\right) / k T}\right\} \tag{48}
\end{equation*}
$$

But for elastic collisions the cross-section $w$ vanishes unless

$$
\begin{equation*}
E_{1}^{\prime}+E_{2}^{\prime}=E_{1}+E_{2} \tag{49}
\end{equation*}
$$

In general, there are other distributions which are not affected by the collisions. In a gas the collisions conserve momentum,

$$
\begin{equation*}
\mathrm{p}_{1}^{\prime}+\mathrm{p}_{2}^{\prime}=\mathrm{p}_{1}+\mathrm{p}_{2} \tag{50}
\end{equation*}
$$

and therefore (44) will vanish for a distribution for which there is an exponential function of momentum multiplying the right-hand side
of (47). This is a Fermi gas with an arbitrary drift velocity.
The most general distribution which will be stationary in the presence of collisions is therefore of the form

$$
\begin{equation*}
n(\underline{p})=\left\{e^{\left(E(\underline{p})+\underline{u} \cdot \underline{p}-E_{F}\right) / k T}+1\right\} \tag{51}
\end{equation*}
$$

where $T$ and $E_{F}$ are arbitrary quantities and $\underline{u}$ an arbitrary vector. These parameters reflect the conservation of energy, particle number, and momentum. In general it is important to know what conservation laws hold, in order to understand the effect of the collisions.

## XIII. LIMIT ON COLIISION RATE

The next question is how to derive the collision cross-section w. Here we can be brief, because the considerations are similar to those in the one-body problem. It may be converient to express the collision cross-section in terms of first-order Born approximstion when this is justified, but when it is not, as for strong short-range interactions, one can use the exact solution of the two-body collision problem instead.

Assuming this is done when necessary, the only remaining condition for the validity of the Boltzmann equation is a limit on the collision rate $1 / \tau$.

A system will certainly be dense, and a treatment by Boltzmann's equation invalid, if $\hbar / \tau_{k}$ exceeds $E_{F}$. There may, however, be some difficulty already when $\frac{t}{\hbar} / \tau$ exceeds $k T$, since the previous reasoning which allowed us to replace (26) by (27), depended strongly on the absence of energy exchange. (In metals at temperatures above the Debye temperature $\Theta$ the energy exchange in electron-phonon collisions is at most $k \Theta$, i,e., smaller than kT. It is likely that such collisions can be regarded as changing the electron energy by a negligible amount, so that the Landau argument remains valid.)

In addition, we have seen that there are several different definitions of collision time, according to the purpose. One might guess that small-angle collisions are not very important in creating complications, so that the "transport collision time" $\tau_{1}$, gives the right measure.

In special. circumstences this might be different. For example, in a magnetic field the electron motion in the plane perpendicular
to the field is guantized because the motion consists of closed orbits A deflection by guite a small angle might be sufficient to throw the electiron from one such orbit to a neighbouring one, and hence it might be conjectured that in the magnetoresistance problem $\hbar / \tau$, not $\hbar / \tau_{1}$, measures the strength of the coupling.
XIV. OMISSION OF OFF-DIAGONAL TERMS. RIGOROUS DERIVATIONS

We again meet the problem of how to justify an equation in terms of probabilities, i.e. not involving phase relations, or off-diagonal elements of the density matrix.

There have been many approaches to this problem, the best known being those by Van Hove (1955, 1956) and Prigogine (1962) (see also the review by Chester, 1963).

It is not possible to give an account of such methods within the scope of these lectures, but I shall give some brief indication of the ideas of Van Hove.

Van Hove starts by considering the time evolution operator

$$
\begin{equation*}
e^{-i H t / \hbar} \tag{52}
\end{equation*}
$$

where $H$ contains the Hamiltonian of independent particles and also their interaction, but not any external field. In order to keep track of the orders of magnitude it is convenient to define the interactions with a parameter $\lambda$ :

$$
\begin{equation*}
\mathrm{H}=\mathrm{H}_{0}+\lambda \mathrm{V} \tag{53}
\end{equation*}
$$

Perturbation theory then amounts to an expansion in powers of $\lambda$.
If a direct expansion is terminated after a few powers of $\boldsymbol{\lambda}$, it will be a reasonable approximation only for very short times. To study the approach to equilibrium, one has to go at least to times of the order of the collision time, which is proportional to $\lambda^{-2}$. (We again ignore the possibility that the individual interaction might be too strong to be described in first-order Born approximation.)

This suggests that in evaluating (53) one should treat $\lambda$ as small, and $t$ as large, the quantity $\lambda^{2} t$ being finite. One includes all powers of $\lambda^{2} t$, but neglects $\lambda^{m_{t}}{ }^{n}$ with $n<2 m$ (terms with $n>2 m$ do not occur).

The collection of the relevant terms is assisted by the "diagonal singularity" property of all physically interesting operators. By
this one means that the off-diagonal elements are, in the limit of an infinite system, negligible compared to the diagonal ones. This is reminiscent of the result, used by Greenwood in the scattering from randon centres, where it was a consequence of the stochastic uniformity of the system.

Evidently the system considered by Van Hove must be statistically uniform, otherwise it would be difficult to go to the limit of infinite size. This accounts for the diagonality in momentum, or wave vector.

I am not clear whether Van Hove's argument is adequately represented by this remark. In a Bloch problem electric states are described by wave vector and band label. Should we expect matrix elements to be small if they are diagonal in wave vector but non-diagonal in the band label? In many cases such inter-band terms belong to large energy differences and are probably small on that account. But there are cases of degenerate bands, in which two states in different bands with the same wave vector can have nearly the same energy.

Mr. G. Kirczenow has convinced me that the diagonality may not be confined to the cases resulting from uniformity and I must leave this question open.

Using these concepts, Van Hove can show that the sum of the relevant terms leads to a quantity whose time-dependence is given by the Boltzmann equation. However, since $\boldsymbol{\lambda}$ has been treated as small, this is, of course, still dominated by the limitation that the collisions are not too frequent, as we have discussed before.
XV. ILLUSTRATIONS. LATTICE THERMAL CONDUCTIVITY

I shall now turn to specific applications. So far we have discussed mainly general principles. I want to look at particular examples both to clarify the general methods by illustration, and also to make a little propaganda for the Boltzmann equation. Of course this is not universally applicable, and we know it does not work for dense systems. But in its domain of applicability it has advantages compared to more sophisticated methods, as we shall see.

We have already discussed a particularly simple example, the electric conductivity, in the case of scattering by imperfections or other fixed scattering centres. For not too great a density of scatterers this can be treated by the Boltzmann equation, and $I$ then pointed out that one has to take care with the concept of a collision time. The uncritical use of a collision time or mean free path, is, in fact, less sophisticated than the Boltzmann equation.

Let us now consider an example of mutual collisions, and I shall choose for this the thermal conductivity of non-metallic crystals. I have some affection for this problem, on which $I$ wrote my $\mathrm{Ph} . \mathrm{D}$. thesis in 1929 (Peierls, 1929, 1955), and even after this long time there remain points worth further discussion.

This problem has an interesting history, because a great many plausible attempts were, in fact, incorrect. Of these I shall mention that of Debye. He realized that the heat was carried by lattice waves (today we talk of "phonons") and that their scattering, without which the conductivity would be infinite, was due to the forces not being exactly harmonic. To estimate this scattering he used an elegant and simple idea, typical of Debye's approach to physics.

The main effect of the anharmonicity is to make the elastic constants, and hence the sound velocity, density dependent. The presence of lattice vibrations causes fluctuations in the density, and hence of the wave propagation, and this results in scattering, just as the fluctuations of the refractive index for light cause light scattering. Debye estimated in this way the thermal conductivity by analogy with the case of light and found that (at least in the classical region
$T>\left(\Theta_{\text {Debye }}\right)$ the conductivity $K$ at temperature $T$ was proportional to $\mathrm{T}^{-1}$, in apparent agreement with experiment. The empirical situation was not as clear as one might wish because at that time the only relevant experiments were those of Eucken in about 1908, measuring
$K$ for a few solids at room temperature and in liquid air. Even today the high-temperature behaviour of $K$ is not known very accurately.

In spite of its appealing simplicity, Debye's approach is incorrect. The reason is that it treats the density fluctuations as static. This is a justified approximation for light, because the fluctuations, which are due to the thermal vibration of the lattice, move with the velocity of sound, which is very slow compared to light. But this approximation is not good for the scattering of the lattice waves themselves. As a result, Debye's argument would predict, for example, a finite thermal conductivity for an anharmonic elastic continuum, whereas, as we shall see, its conductivity would be infinite.

Pauli realized that a more detailed theory was needed, and did some preliminary calculations on which he reported at a conference. The published abstract of this talk is, I believe, Pauli's only wrong published result. However, he evidently was not satisfied and asked me to study the problem further.

## XVI. CONTENT OF BOLTZMANN EQUATION

In a crystal, the potential energy $U$ is a function of the atomic displacements $u$, and has the form

$$
\begin{equation*}
U=\text { const. }+\alpha u^{2}+\beta u^{3}+\ldots . \tag{54}
\end{equation*}
$$

This is symbolic, since there are many atoms, and each displacement has three components. There is no linear term, since $u=0$ represents the equilibrium, by definition. The usual theory of harmonic lattice vibrations is obtained by including only the quadratic term, and the cubic term can be treated as a perturbation and will then cause transitions. Since $u$ is a linear combination of phonon amplitudes, each of which has matrix elements increasing or decreasing a phonon number by $1, u^{3}$ contains terms in which two phonons are destroyed and one created, or vice versa,

$$
\begin{equation*}
\underline{\mathrm{k}}_{1} \text { and } \underline{\mathrm{k}}_{2} \quad \longleftrightarrow \mathrm{k}_{3} \tag{55}
\end{equation*}
$$

There are also matrix elements corresponding to the creation or destruction of three phonons, but such a transition could never conserve
energy.
The Boltzmann equation contains only energy-conserving transitions for which (since the phonon energy is $\neq \omega$ )

$$
\begin{equation*}
\omega_{1}+\omega_{2}=\omega_{3} \tag{56}
\end{equation*}
$$

In addition, there is wave vector conservation, which is due to the translation symmetry of the problem. In a continuous medium, invariant under infinitesimal translations, the sum of all wave vectors would be conserved like the sum of the momenta in the collision of free particles. A lattice is invariant only under translations by a multiple of the basic lattice vectors, and therefore the conservation law is

$$
\begin{equation*}
\underline{\mathrm{k}}_{1}+\underline{\mathrm{k}}_{2}=\underline{\mathrm{k}}_{3}+\underline{\mathrm{K}} \tag{57}
\end{equation*}
$$

where $\underline{K}$ is any reciprocal lattice vector.
If $\underline{K} \neq 0$, we speak of an Umklapp process, a rather ugly German term which I used for this, and which has become accepted. To illustrate it, consider a linear chain of spacing a, where $K$ is zero or $\pm 2 \pi / a$. Two waves travelling to the right as shown, $k_{1}$ and $\mathrm{k}_{2}$

may be such that $\mathrm{k}_{1}+\mathrm{k}_{2}>\pi / a$
and therefore lies outside the defining interval, so that the result of the interaction would be $k_{3}=k_{1}+k_{2}-\frac{2 \pi}{a}$, a wave travelling to the left. We can think of an Umklapp process as an ordinary interaction of lattice waves together with a Bragg scattering. The collision term in the Boltzmann equation will contain a factor

$$
\begin{equation*}
\left\{\left(N_{1}+1\right)\left(N_{2}+1\right) N_{3}-N_{1} N_{2}\left(N_{3}+1\right)\right\} \tag{58}
\end{equation*}
$$

where $N_{1} \equiv N\left(k_{1}\right)$ is the number of phonons of wave vector $k_{1}$, etc. The first term comes from the transition from right to left in (55), the second from the inverse.

Near equilibrium we can write

$$
\begin{equation*}
N(k)=N^{0}\left(\omega_{k}\right)+g(\underline{k}) \frac{\partial N^{0}\left(\omega_{k}\right)}{\partial \omega} \tag{59}
\end{equation*}
$$

where $N^{0}$ is the Planck distribution and the factor $\frac{\partial N^{0}}{\partial \omega}$ has been included in the definition for convenience. Inserting in (58) and keeping only linear terms in $g$, we find, apart from factors,

$$
\begin{equation*}
\left(N_{1}+1\right)\left(N_{2}+1\right) N_{3}\left(g_{3}-g_{1}-g_{2}\right) \tag{60}
\end{equation*}
$$

This vanishes, and therefore the phonon distribution is stationary, if $g(k) \propto \boldsymbol{\omega}(k)$, since for all allowed transitions (60) then vanishes by (56). This arises from energy conservation and means that a change in the phonon temperature will not be removed by the collisions.
XVII. EXPONENTIAL BEHAVIOUR

If there were no Umklapp processes, i.e. if $\underline{K}$ were always zero in (57), then there would be another stationary distribution if $\mathrm{g}(\underline{k}) \propto \underline{k} . \quad$ This would represent a phonon drift, which would evidently carry a heat transport, without the need for a temperature gradient, hence the thermal conductivity would still be infinite. This would be the position in a continuous medium.

In a real crystal, Umklapp processes will destroy such a drift, but they are rare at low temperatures since they require the presence of at least one short-wave phonon, and their number decreases exponentially. We thus expect at low temperatures an increase in the thermal conductivity of the form

$$
\begin{equation*}
K \sim e^{\gamma \Theta / T} \tag{61}
\end{equation*}
$$

where $(\mathcal{H}$ is the Debye temperature, and $\gamma$ a numerical factor less than unity.

This result shows that a discussion in terms of collision times, or phonon lifetimes, can be very misleading. The natural way of defining a phonon lifetime would be to assume one phonon added to the equilibrium distribution, and to watch it decay. In that case no problem of a drift arises, and the lifetime will not grow exponentially at low temperatures.

Although the rise indicated by (61) was predicted in 1929, it was found only in 1951 by Berman (1951). There were two reasons why it was hard to find. Firstly, we expected it to appear at temperatures somewhat lower than $\Theta$. In fact, Debye's definition of $\Theta$ is such
that the completely classical situation is reached immediately above $\Theta$, but the extreme quantum limit is reached only at temperatures of $\frac{1}{10} \Theta$ or so, as one can see from the specific heat curve. To show the effect, one has therefore to go to very low temperatures, which means using very pure crystals, since otherwise impurities could mask the phonon interaction.

The second reason is embarrassing for the theoreticians. It was not immediately realized that to be pure for the present purpose a crystal must also be isotopically pure. Most crystals contain a random mixture of isotopes, whose different masses affect the kinematics of lattice waves, and lead to scattering. This was pointed out by Pomeranchuk (1943) but in wartime conditions his paper was at firstoverlooked. In his experiments, Berman noticed that only some materials showed the exponential rise, and these were the ones containing only one dominant isotope for each constituent.

The same need for Umklapp processes arises in the electric conductivity of pure metals. In his theory, Bloch derived the wellknown $T^{5}$ law for the resistance by assuming the phonons always to remain in equilibrium. This is justified if the relaxation of the phonon distribution is faster than that of the electrons, which is true at high temperatures. For equilibrium it is, however, essential that the wave vector conservation be broken by Umklapp processes in electron-phonon, or phonon-phonon interactions (or by impurity scattering). In many metals it seems certain that ultimately Umklapp processes will become rare and there should be a law of the type of (61), though with a smaller $\gamma$.

This behaviour was expected, in particular for the alkalis, since 1930, I was interested to hear here from Professor Gitterman that there exist recent experiments, which I had overlooked, which show this effect in the alkalis. After all nature seems to behave as it ought to.
XVIII. THE USE OF MODERN METHODS

I have set out the phonon conductivity problem in such detail because it is a good example of the logical (if not always mathematical) simplicity of the Boltzmann equation.

A more modern approach, using the techniques of many-body theory, was tried by J. Ranninger (1965). He found a solution by which the thermal conductivity of the lattice went to infinity at $T=0$, which
is satisfactory. However it did not behave exponentially like (61) but only as a power of $T$. Indeed, it would have given a finite conductivity even without Umklapp processes.

In view of this manifestly incorrect result, Ranninger re-examined his derivation and found a very subtle way in which his previous result had to be corrected. It is doubtful if the correct way of handling the ingenious and sophisticated approach would ever have been found without the knowledge of the correct answer from the Boltzmann equation.

Another example concerns the use of modern techniques to calculate the electric conductivity of metals with impurity resistance, which we have already discussed several times. I refer to work by Edwards (1958) and by Chester and Thellung (1959), which was done in the same spirit, though with different technigues.

Chester and Thellung start from the Kubo formula, which is not easy to evaluate directly in the case of a constant field, as we have seen. The important quantity to evaluate in that formula is

$$
\begin{equation*}
j(t) j(0) \tag{62}
\end{equation*}
$$

where $j(t)$ is the electron current at time $t$. This can also be expressed as

$$
\begin{equation*}
U(t) j(0) U(-t) j(0) \tag{63}
\end{equation*}
$$

where $U(t)$ is the time evolution operator for the full Hamiltonian, including the scattering potential, but not the electric field. $U(t)$ is now expanded in powers of the scattering potential and the leading terms collected, following the principles set out by van Hove.

In applying van Hove's ideas to an expression of the form (63), it is natural to pay attention to the terms which would contribute to the expectation value of $U(t)$. If only these terms were included, one would obtain for the conductivity the result $e^{2} n \tau / m$, with $1 / \tau$ being the total collision rate. As we saw earlier, this is not correct, because the conductivity depends on $\tau_{1}$, the transport collision time. This knowledge helped the authors to look for the source of the difference, and they found that it was essential to combine the expansion of $U(t)$ and $U(-t)$; there are terms in each which vanish when averaged separately but whose product is non-zero.

In the isotropic case this immediately led to the extra $\cos \Theta$ term in the definition of the transport collision rate, and hence to
the right answer.
For the anisotropic case we know that the transport collision time is defined by an integral equation which, in general, does not have on explicit solution. In cases in which the Boltzmann equation is justified, any other correct evaluation of the conductivity must therefore lead to the same integral equation, or its equivalent. Chester and Thellung found that, in the anisotropic case, the terms which must be taken into account from an infinite series of powers not of a number, but of an operator. The way to sum the series is first to diagonalize the operator. The equation defining the eigenvalues of the operator turns out to be identical with the equation defining the eigenvalues of the Boltzmann collision operator, and from this the equivalence follows fairly directly.

These examples show the power of the Boltzmann equation when it is appropriate. It is certainly not as general as the Kubo formula, but difficulties arise in the evaluation of the latter. If one uses very abstract methods for its evaluation, one may lose sight of the physical content of the approximations made. This applies particularly to the use of Green's function techniques.

These lead, in principle, to an infinite set of coupled equations, which cannot be solved directly. It is customary to simplify these by some kind of "decoupling" in which one assumes the higherorder functions expressible in terms of products of the lower-order ones. It is usually very hard to understand the nature of the error made in this step, and it is hard to check the reliability of the approximation, unless one already knows the answer from simpler arguments - in which case the more abstract method is not really necessary.

## XIX CONCLUSIONS

Our discussion has been confined to a very simple class of transport problems. Apart from the exclusion of dense or strongly coupled systems, we have excluded the possibility of long-range interactions, as in plasmas and other dense systems, all cases of spatial inhomogeneity. Nevertheless the limited range of problems gave us an opportunity of examining some general basic principles, which are applicable much more generally than the particular problems considered
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## I. INTRODUCTION

Time reversal invariance has always been associated with the basic laws of dynamics. The discovery of irreversible processes satisfying quite different evolution equations (Fick's law, heat conduction ...) at the beginning of the l9th century came therefore as a great surprise.

The existence of irreversible processes is summarized in the second law or principle of Thermodynamics. This principle states that there exists a function, the entropy, whose time variation can be split into two parts

$$
\begin{equation*}
d s=d_{e} s+d_{i} s \tag{1.1}
\end{equation*}
$$

such that $d_{i} S$, the entropy production inside the system is nonnegative. Therefore, when the system is isolated ( $d_{e} S=0$ ), the entropy never decreases.

But irreversible processes appear not only in connection with classical phenomena such as heat conduction but also at a much more fundamental level, at the very core of quantum mechanics, in the measurement process, or in elementary particle physics, through the existence of unstable states.

For a very long time, the second law was mainly used to describe the final equilibrium state, corresponding to maximum entropy or minimum free energy. However, the emphasis has been shifting towards non equilibrium processes, to a situation more and more away from equilibrium, because one of the unexpected features which has been noticed in the last years is that deviation from equilibrium may be a source of "non-Boltzmannian type of order". - This is certainly a very important aspect for the understanding of many manifestations of nature around us.

Therefore, one has to understand more clearly what entropy and irreversibility mean from the point of view of classical or quantum mechanics.

We shall first discuss Boltzmann's interpretation of Entropy [1] Boltzmann's approach is based essentially on the recognition
that we are dealing with very complicated dynamical systems. For this reason he felt free to replace the dynamical description by a stochastic process,through the use of a kinetic equation.

From this kinetic equation, one can define an fequantity and one can prove from this equation that J can only decrease. Boltzmann was therefore led to identify his H-quantity with entropy.

Numerical experiments [2][3] can be performed,showing indeed the decrease of the Hoquantity as predicted by Boltzmann.

However, more sophisticated experiments can also be done where at some instant, all velocities are reversed. In that case the Boltzmann Hequantity first goes back to its initial value. (Loschmidt paradox [4]).

This behavior appears as very unsatisfactory from the point of view of thermodynamics. If this was true, it would mean that over a macroscopic period, there would be a decrease of entropy corresponding to an antithermodynamic behavior. If the entropy produced during one period could indeed be suppressed during a later period, then the very definition of irreversible processes would become questionable.

Also, if there would be thermodynamic as well as non-thermodynamic types of behavior, could we then speak at all of a second law of thermodynamics?

Boltzmann recognized that when we reverse the velocities, we cannot expect $\mathcal{H}$ to decrease, the reason being that, when we reverse the velocities we introduce correlations between the particles and the hypothesis of molecular chaos is no longer valid. This then would lead to an antithermodynamic behavior.

However, molecular chaos is only a special initial condition. Therefore, if irreversibility will be based on this initial condition, we would again be in trouble to understand the generality of the second law.

To show in more detail the difficulty involved in Boltzmann's interpretation of irreversibility, we shall use for illustration a simple model, the Mac Kean Model.

## II. THE MAC KEAN MODEL

The Mac Kean model [5] [6] [7] [8] consists of a system of $n$ particles each of which can have only the velocity +1 or -1 , and with a very simple law of collision. When two particles with velocities
$e_{1}( \pm 1)$ and $e_{2}( \pm 1)$ collide, they emerge with velocities $e_{1}^{*}, e_{2}^{*}$ respectively. With probability $1 / 2$, the final velocities are
or

$$
\begin{array}{ll}
e_{1}^{*}=e_{1}, & e_{2}^{*}=e_{1} e_{2} \\
e_{1}^{*}=e_{1} e_{2}, & e_{2}^{*}=e_{2} \tag{2.1}
\end{array}
$$

The different possibilities are


The corresponding master equation for the $\mathbb{N}$ distribution function takes the form

$$
\begin{align*}
& \frac{\partial \rho\left(e_{1}, e_{2}, \ldots e_{N}, t\right)}{\partial t}=\frac{1}{N} \sum_{1 \leq i<j \leqslant N}\left\{\rho\left(e_{1}, \ldots e_{i}, \ldots e_{i} e_{j} \ldots, e_{N}, t\right)\right. \\
& \left.\quad+\rho\left(e_{1}, \ldots e_{i} e_{j}, \ldots e_{j}, . . e_{N}, t\right)-2 \rho\left(e_{1} \ldots e_{i} \ldots e_{j}, \ldots e_{N}, t\right)\right\} \tag{2.3}
\end{align*}
$$

One can look immediately for factorized distribution functions corresponding to molecular chaos:

$$
\begin{equation*}
\rho\left(\left\{e_{i}\right\}, t\right)=\prod_{i=1}^{N} f\left(e_{i}, t\right) \tag{2.4}
\end{equation*}
$$

with

$$
\begin{equation*}
f(+1, t)+f(-1, t)=1 \tag{2.5}
\end{equation*}
$$

Replacing in the master equation (2.3) $\rho$ by (2.4), one obtains immediately a non-linear equation for the one-particle distribution function

$$
\begin{equation*}
\frac{d f(e)}{d t}=f(e) f(+1)+f(-e) f(-1)-f(e) \tag{2.6}
\end{equation*}
$$

which can be written using (2.5) as

$$
\begin{equation*}
\frac{d f_{+}}{d t}=1-3 f_{+}+2 f_{+}^{2} \tag{2.7}
\end{equation*}
$$

in which $f_{+} \equiv f(+1, r)$
The remarkable feature of this model is that this non-linear equation can be solved immediately. One obtains

$$
f_{+}(r)=\frac{1}{2}+\frac{\Lambda}{2} \frac{e^{-t}}{1-\Lambda\left(1-e^{-t}\right)} ; \Lambda=2 f_{+}(r=0)-1
$$

One can now introduce Boltzmann's He quantity

$$
H_{B}=\int d v f \log f
$$

which in this case takes the form:

$$
\begin{align*}
H_{B} & =f_{+} \log f_{+}+f_{-} \log f_{-} \\
& =f_{+} \log f_{+}+\left(1-f_{+}\right) \log \left(1-f_{+}\right) \tag{2.9}
\end{align*}
$$

and verify that it can only decrease in time

$$
\begin{equation*}
\frac{d f b_{B}}{d t}=\left(1-f_{+}\right)\left(1-2 f_{+}\right) \log \frac{f_{+}}{1-f_{+}} \leq 0 \tag{2.10}
\end{equation*}
$$

The equilibrium condition is the extremum of $\mathbb{H}_{5}: f_{+}=1 / 2$. (One has to discard the solution $f_{+}=1$ corresponding to a trivial invariant of motion due to the collision law which does not alter two particles both having the velocity +1 ).

One can now discuss the evolution of the Mac Kean model without introducing a priori the factorization condition (2.4). (see F. Henin [7][8] for a detailed analysis). The evolution of the system can be described in terms of the moments
and as

$$
\begin{align*}
& \left\langle e_{1}^{\alpha_{1}} e_{2}^{\alpha_{2}} \cdots e_{n}^{\alpha_{n}}\right\rangle  \tag{2.11}\\
& e_{i}^{\alpha_{i}}=1 \quad \alpha_{i} \text { even } \\
& e_{1}^{\alpha_{i}}=e_{i} \quad \alpha_{i} \text { odd } \tag{2.12}
\end{align*}
$$

the only independent moments are

$$
\begin{equation*}
x_{p}=\left\langle e_{1} e_{2} \ldots e_{p}\right\rangle \tag{2.13}
\end{equation*}
$$

Using the master equation (2.3) one obtains easily the equation describing the evolution of the moments

$$
\begin{equation*}
\frac{d x_{p}}{d t}=\frac{p(p-1)}{N} x_{p-1}-\frac{p(N-1)}{N} x_{p}+\frac{p(N-p)}{N} x_{p+1} \tag{2.14}
\end{equation*}
$$

for $1 \leqslant p \leqslant N$
If one looks for moments such that $p$ is much smaller then $N$ $(p \ll N)$ one obtains a simplified form

$$
\begin{equation*}
\frac{d x_{p}}{d r}=-p\left(x_{p}-x_{p+1}\right) \tag{2.15}
\end{equation*}
$$

which admits the factorized solution

$$
\begin{equation*}
x_{p}=\left\langle e_{i}\right\rangle^{p} \tag{2.16}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{d\left\langle e_{1}\right\rangle}{d t}=-\left\langle e_{1}\right\rangle\left(1-\left\langle e_{1}\right\rangle\right) \tag{2.17}
\end{equation*}
$$

But this is a very special case corresponding to particular initial conditions. It simply shows that,given a factorized initial condition, it propagates during the evolution.

However, one can immediately consider situations in which Boltzmann's entropy has even a wrong qualitative behavior. For illustration consider equation (2.15) for the one particle moment

$$
\frac{d x_{1}}{d t}=-\left(x_{1}-x_{2}\right)
$$

an initial condition $x_{2}(0)=x_{1}^{2}(0)$ would correspond to the Boltzmann situation, but if one chooses $\left|x_{2}\right|>\left|x_{1}\right|$ with opposite sign, one obtains an "antithermodynamic behavior". Boltzmann's Je quantity will first increase! This does not mean at all that the system is not going to equilibrium. In fact, Mac Kean's model corresponds to a Poisson process and it can be proved by studying the spectrum of equation (2.14) that the distribution always goes to equilibrium whatever the initial conditions.

One can even construct a Liapounoff function such as

$$
\begin{equation*}
\sum_{\left\{e_{i\}}\right.} \rho^{2}\left(e_{1}, \ldots e_{N}, r\right) \tag{2.18}
\end{equation*}
$$

which in terms of the moments is given by [7][8]

$$
\begin{equation*}
\sum_{\left\{e_{i}\right\}} \rho^{2}=\frac{1}{2^{N}} \sum_{p=0}^{N} \frac{N!}{p!(N-p)!} x_{p}^{2}>0 \tag{2.19}
\end{equation*}
$$

This function decreases in time whatever the initial conditions

$$
\begin{gathered}
\frac{d}{d t} \sum_{\{e i\}} \rho^{2}=-(N-1) \sum_{p=0}^{N-2} \frac{(N-2)!}{p!(N-2-p)!}\left(x_{p+1}-x_{p+2}\right)^{2} \quad \text { (2.20) } \\
\leqslant 0
\end{gathered}
$$

Equilibrium is reached when
$x_{1}=x_{2}=\ldots=x_{n}$ for which (2.20) vanishes. This shows that irreversibility is not related to molecular chaos but has a much deeper origin. Also entropy in general is not linked to the one particle distribution, but in general has to be linked to the Liapounoff function (2.18) which is related to the complete dynamics of the system. Orily in very special situations can one reduce entropy to a function of the one particle distribution function. Only near equilibrium, can one express it in terms of macroscopic quantities and then the second law takes its phenomenological form. But in general the second law is a theorem in "dynamics" and not in phenomenological Physics.

The consideration of Mac Kean's model shows clearly (see [7] [8]) that if one starts from a non-factorized initial condition, in the course of evolution the correlations die out, the longest correlation time being contained in the linearized Boltzmann equation. Before reaching equilibrium, the system evolves through the linearized Boltzmann equation. But in general the system goes to equilibrium without satisfying at any time the non linearized Boltzmann equation. All these results can be generalized to other soluble models, such as the Kac model (Henin (to appear)).

The empirical success of Boltzmann's equation, the physical character of the assumption on which it is based, show that it constitutes an important step into the right direction. However, Boltzmann's arguments contain a lot of plausible assumptions which have to be made more explicit and related to dynamics.

In the following we shall present a method to construct a Liapounoff function playing the role of Boltzmann's 马quantity, and which can be constructed for a wide class of dynamical systems.

Our main problem will be to understand how cross sections (or related quantities) can at all be introduced into the equations describing the time evolution of dynamic systems. It has to be kept in mind that both in classical and quantum mechanics we start usually with a hamiltonian description. The question is then what is the relation between a dynamic description in terms of the hamiltonian and the dynamic description in terms of cross sections or more
generally in terms of physical "processes". We shall see that we begin to be able to give an answer to this fascinating question.
III. IRREVERSIBILITY AS A SYMMETRY BREAKING Our starting point is the Liouville equation (see for instance [9] )

$$
\begin{equation*}
i \partial_{t \rho}=L \rho \tag{3.1}
\end{equation*}
$$

where

$$
L \rho=\begin{gather*}
-i\{H, \rho\} \quad \text { Poisson Bracket }  \tag{3.2}\\
{[H, \rho]_{-} \text {Commutator }}
\end{gather*}
$$

L is a hermitian superoperator (in the quantum case, it acts on the space of density operators) (see [10][11] )

$$
\begin{equation*}
L=L^{+} \tag{3.3}
\end{equation*}
$$

The most fundamental property of the Liouville equation is its "Lt - invariance", that is,it remains invariant under the simultaneous changes

$$
\begin{align*}
& L \rightarrow-L  \tag{3.4}\\
& t \rightarrow-t
\end{align*}
$$

This kind of property does not exist in macroscopic equations for thermodynamic quantities. For instance, in the heat conduction equation

$$
\begin{equation*}
\frac{\partial T}{\partial t}=k \frac{\partial^{2} T}{\partial x^{2}} \tag{3.5}
\end{equation*}
$$

the change $t \rightarrow-t$ leads to a completely different equation as it has no meaning to reverse the sign of the heat conductivity $k$ which is a positive number.

The Fourier equation describing the evolution to uniform temperature in the future is changed by the operation $t \rightarrow-t$ into an "Anti-Fourier equation" leading to uniform temperature in the past.

Another example is the evolution equation for free particles

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\underline{v} \frac{\partial \rho}{\partial \underline{x}}=0 \tag{3.6}
\end{equation*}
$$

which is $t t$-invariant ( $L \rightarrow-L$ corresponds here to $v \rightarrow-v$ ). But if one adds a collision term

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\underline{v} \frac{\partial \rho}{\partial \underline{x}}=-\frac{\rho-\rho}{e} \tag{3.7}
\end{equation*}
$$

the equation is no more invariant as the collision term is not affected by the change ( $t \rightarrow-t, v \rightarrow-v$ ).

The Lt-invariance does not prevent,for instance, mixing but this kind of process is described by laws symmetrical in time which d. not permit the introduction of a Liapounoff function which could then be related to entropy.

The recent development of ergodic theory has greatly increased our understanding of the dynamic conditions to be satisfied to obtain "mixing". However, for the reason we have just mentioned, the ergodic approach has till now been unable to come even near to the problem we are discussing here: the microscopic meaning of entropy.On the other hand, the method we shall discuss now, permits to formulate this problem in general and to solve it rigorously in simple cases.

Let us start with the formal solution of the Liouville equation (3.1) which can be written as
in terms of the resolvent $(z-L)^{-1}$ of the Liouville operator, and of the contour C.

In the case of the initial value problem, the contour $C^{+}$has to be traced in the upper half plane corresponding to the complex $z$ variable. For a final value problem, on the contrary, the contour, must be taken below the real axis [9] [12]


The question is to know if the different choices of contour generate different solutions. If the solutions are the same, we shall be in the "reversible" case. This is the situation when the singularities of the resolvent are isolated poles on the real axis.

However, if continuous parts appear in the spectrum, we'll have to take into account analytic continuation. In that case the solutions will in general be different and we may expect "thermodynamic behavior".

To discuss the resolvent, it is convenient to introduce orthogonal hermitian projection superoperators $\mathbb{P}, Q$ such that

$$
\begin{array}{cc}
P^{2}=P ; Q Q^{2}=Q & P Q=Q P=0 \\
P+Q=1 & \tag{3.9}
\end{array}
$$

fixing the language in which the results will be formulated. Generally $P$ is chosen as projecting onto the diagonal elements in the representation in which some model Hamiltonian $H_{0}$ is diagonal

$$
\langle m| P \rho|n\rangle=\langle m| \rho|m\rangle \delta_{m, n}
$$

For this reason $P \rho$ is called "vacuum of correlations"
Let us also introduce a set of auxiliary irreducible operators, the collision operator

$$
\begin{equation*}
\psi(z)=P L Q \frac{1}{z-Q L Q} Q L P \tag{3.10}
\end{equation*}
$$

the creation (of correlations) operator

$$
\begin{equation*}
\varphi(z)=\frac{1}{z-Q L Q} Q L P \tag{3.11}
\end{equation*}
$$

the destruction operator

$$
\begin{equation*}
\mathscr{D}(z)=P L Q \frac{1}{z-Q L Q} \tag{3.12}
\end{equation*}
$$

and the propagation of correlations operator

$$
\begin{equation*}
P(z)=\frac{1}{z-Q L Q} \tag{3.13}
\end{equation*}
$$

the most important of which, the collision operator, $\psi(z)$ corresponds to a transition from the vacuum of correlationsto the vacuum of correlations through a dynamical evolution in the correlation space.

One can then express the resolvent $(z-L)^{-1}$ in terms of these operators. The result is [13][14][15]

$$
\frac{1}{z-L}=\{P+\mathscr{C}(z)\} \frac{1}{z-\psi(z)-P L P}\{P+D(z)\}+P(z)(3.14)
$$

In general this expression is quite complicated to analyse, and for the sake of illustration, we shall consider a simple case,coming back later to the general situation. When the relaxation time is much larger than the duration of a collision, the asymptotic limit (for large $t$ ) can be described in terms of the limit $z \rightarrow 0$. [9] This leads for the evolution of the diagonal elements go of the
density operator to the expression

$$
\begin{equation*}
i \frac{\partial}{\partial t} \rho_{0}=\psi(0) \rho_{0} \tag{3.15}
\end{equation*}
$$

with

$$
\begin{equation*}
\psi(0)=\lim _{z \rightarrow+i \epsilon}\left\{P L Q \frac{1}{z-Q L Q} Q L P\right\} \tag{3.16}
\end{equation*}
$$

( $P$ has been chosen such that $P L P=0$ )
In the limit of large systems, the sum over the intermediate states $Q$ involves an integration. Then one can formally write

$$
-i \psi(0)=-\pi P L Q \delta(Q L Q) Q L P+i P L Q \frac{1}{Q L Q} Q L P(3.17)
$$

the second term being understood as a principal part.
When the first term in $\delta(Q L Q)$ exists, we obtain a new type of behavior. Indeed if we now perform the change $L \rightarrow-L$, this term does not change sign.
$\psi(0)$ which is the operator describing the evolution of $\rho_{0}(3.15)$ contains an even part and an odd part in $L$. We have a breaking of the symmetry Lt.

Furthermore we have two other very important properties which appear at this point.

First the even part of the collision operator -i $\psi(0)$ has a well defined sign

$$
-i \psi^{2}(0)<0
$$

This is exactly the property necessary to ensure that the system will go to equilibrium. The even part acts as a kind of "friction". This friction leads then in turn to the validity of the second law without any appeal to probabilistic or stochastic processes. On the contrary the relation with probability theory emerges, as a consequence of dynamics. Indeed, in the simplest cases (see [16]) it may be understood in terms of Markoff processes.

In conclusion this theory gives the symmetry breaking and this symmetry breaking induces the right sign to obtain the second law of thermodynamics as well as the properties necessary to go from a dynamic description to a description in terms of probabilistic processes.
IV. STAR UNITARY TRANSFORMATION

The striking difference between the Liouville equation and equations as Boltzmann, Fokker. Planck equations lies in the appearance in the collision operator of an even part in L. Before we discuss the origin of the "symmetry breaking" more in detail, let us make some preliminary remarks. Let us write the Liouville equation expliciting the different components

$$
\begin{equation*}
i \partial_{t} \rho_{0}=L_{o o} \rho_{0}+L_{0 c} \rho_{c} \tag{4.1a}
\end{equation*}
$$

$$
\begin{equation*}
i \partial_{t} \rho_{c}=L_{c o} \rho_{0}+L_{c c} \rho_{c} \tag{4.1b}
\end{equation*}
$$

in which $L_{o O}=P L P, L_{o c}=P L Q, L_{c o}=Q L P \ldots$
In an arbitrary representation, one cannot talk of well defined units. For instance, starting from an initial condition in which there would be no correlation, no relation between the units ( $\rho_{c}=0$ ), after some time the correlations because of (4.16) will appear.

Now if one goes to the representation in which the Hamiltonian is diagonal, then the Liouville equation takes the form

$$
\begin{align*}
& i \partial_{t} \rho_{0}=0  \tag{4.2a}\\
& i \partial_{t} \rho_{c}=L_{c c} \rho_{c} \tag{4.2b}
\end{align*}
$$

which is certainly not the answer we are looking for. The units are now distributed once and for all on the different levels and remain there. However what we want to obtain is a description of the dynamice evolution in terms of physical processes such as decay of excited states or collisions between the particles. Clearly the units obtaine through diagonalization of the Hamiltonian, which are by definition not interacting, are distinct from the units one observes,
and participate in the various physical processes.
Now any canonical transformation will lead to a form either of type (4.1), either of type (4.2).

Having exhausted the possibilities of canonical transformation, we have to try non-canonical transformation which would lead to a description of the following type

$$
\begin{equation*}
i \partial_{t} \rho_{0}=\phi \rho_{0} \tag{4.3}
\end{equation*}
$$

where the $\phi$ operator would be dissipative. The problem is to know if such non-canonical transformations exist and which type of transformation is needed. The remarkable point is that if such transformation exists, the physical nature of the problem requires a very special class of non-unitary transformation, the class of star-unitary transformation [10][11].

The star-hermitian conjugation * is defined as the combination of the hermitian conjugation and the L-inversion, (we shall denote) introduced previously

$$
\begin{equation*}
u_{0}^{*}(L)=u_{0}^{+}(-L)=u_{0}^{+/}(L) \tag{4.4}
\end{equation*}
$$

This conjugation is fundamental and it can be verified immediatly that the various operators which have been considered (iL, -i $\psi(0)$ ) are star hermitian. They are such that

$$
\begin{equation*}
u_{0}^{*}=u_{0} \tag{4.5}
\end{equation*}
$$

In general, there are different realisations for star hermitian operators; either they are even in $I$ and hermitian, either they are odd in $L$ and anti-hermitian, either contain both parts.

Having defined star-hermitian conjugation one can introduce now star-unitary transformation $U$ that is, such that

$$
\begin{equation*}
u_{0}^{+}(-L)=u_{0}(L)^{-1} \tag{4.6}
\end{equation*}
$$

The importance of star-unitary operators stems from the fact that one can show on physical grounds they are the only generalisation of unitary
operators which leave invariant the average values of observables.
Indeed in the representation obtained by an I-dependent transformation $[10][11]$.

$$
\begin{align*}
& \phi_{\rho}=\Lambda^{-1} \rho \\
& \phi_{A}=\Lambda^{-1 / \rho} \tag{4.7}
\end{align*}
$$

Note that because of the equivalence between Schrödinger and Heisenberg picture, if ${ }^{\phi} \rho$ is defined through the $\wedge$ transformation, $\phi_{A}$ should be defined through $\Lambda^{\prime}$ ) one obtains immediately

$$
\begin{align*}
\langle A\rangle & =\operatorname{Tr}\left\{A^{+} p_{\rho}\right\}=\operatorname{Tr}\left\{\left(n^{-1 \prime} A\right)^{+}\left(\Lambda^{-1} \rho\right)\right\} \\
& =\operatorname{Tr}\left\{A^{+} \Lambda^{-1 *} \Lambda^{-1} \rho\right\} \\
& =\operatorname{Tr}\left\{A^{+} \rho\right\} \tag{4.8}
\end{align*}
$$

using star-unitarity conditions.
Furthermore the star-unitary transformation preserves the star -hermitian character of operators but not the hermitian or anti-hermitian properties as does the unitary transformation. As a consequence in the transform of the Iiouville equation

$$
\begin{equation*}
i \partial_{t} \rho=\phi \rho_{\rho}^{p} \tag{4.9}
\end{equation*}
$$

with

$$
\begin{equation*}
\phi=\Lambda^{-1} L \Lambda \tag{4.10}
\end{equation*}
$$

in is star hermitian but has no longer the anti-hermitian property of iL. It will contain in general two parts, a hermitian part even in $L$ and an odd anti-hermitian part.

We still need another important property which will be assumed for the moment and proved later (\$5) to be a consequence of the construction of the $\wedge$ transformation: the even part i $\%$ is non neg-
ative

$$
\begin{equation*}
i \phi \geqslant 0 \tag{4.11}
\end{equation*}
$$

We can then construct a Liapounoff function [II] which is the following quadratic functional of the density operator in the physical representation (see (2.18))

$$
\begin{equation*}
\Omega=T_{2}\left\{\rho_{\rho}^{+p_{\rho}}\right\} \tag{4.12}
\end{equation*}
$$

which can only decrease in time

$$
\begin{align*}
\frac{d \Omega}{d t} & =T_{r}\left\{\left(-i \phi_{\rho}^{p_{\rho}}\right)^{+} \rho\right\}+T_{r}\left\{p_{\rho}^{+}(-i \phi \rho)\right\} \\
& =-2 T_{r}\left\{p_{\rho}^{+}(i \phi) p_{\rho}\right\} \leqslant 0 \tag{4.13}
\end{align*}
$$

The system will evolve to equilibrium until $\Omega$ takes its minimum value compatible with the normalisation of $\rho$. It is easy to show that thermodynamical equilibrium corresponds in the physical represenation to the situation where all the quantum states have the same probabilities and random phases.

The remarkable property (4.13) of $\Omega$ gives the possibility of a dynamical interpretation of entropy which does not present the difficulties of Boltzmann's, in which for instance the Loschmidt paradox disappears.

Indeed if one considers an experiment involving an inversion of all the velocities, the Boltzmann H quantity would increase instead of decreasing at some stage of the evolution.


On the contrary, the $\Omega$ function will be at any time decreasing


However at time $t_{0}$ when one inverses the velocities, it takes account of the fact that the system at that moment is not isolated. One has to introduce external devices which return the velocities and that requires some entropy flow to bring the system into a new highly organised state having long range correlations. Afterwards, the system being isolated again, the $\Omega$ quantities decrease.
V. CONSTRUCTION OF THE $\wedge$-TRANSFORMATION

The construction of the star-unitary transformation $\wedge$ involves three steps [10][17] (see also [11], [18], [19]).

We construct first a special solution of the Liouville equation
Out of this special solution one builds a projector which in general is a star-hermitian projection operator.

From the star-hermitian projector, using Koto theory [20] , one constructs the $\wedge$ transformation. Starting from the Liouville equation (4.1)

$$
\begin{align*}
& i \partial_{t} \rho_{0}=L_{c o} \rho_{0}+L_{o c} \rho_{c}  \tag{5.1a}\\
& i \partial_{t} \rho_{c}=L_{c o} \rho_{0}+L_{c c} \rho_{c} \tag{5.1b}
\end{align*}
$$

one looks for a special solution $\tilde{\rho}$ satisfying the condition that the diagonal elements obey a separate equation and that the non-diagonal elements are functionals of the diagonal ones:

$$
\begin{equation*}
i \partial_{t} \tilde{\rho}_{0}=\theta \tilde{\rho}_{0} \tag{5.2a}
\end{equation*}
$$

$$
\begin{equation*}
i \partial_{t} \tilde{\rho}_{c}=c \theta \tilde{\rho}_{0} \quad ; \quad \tilde{\rho}_{c}=c \tilde{\rho}_{0} \tag{5.2b}
\end{equation*}
$$

The conditions for $\tilde{\rho}_{0}, \tilde{\rho}_{e}$ to be a special solution of Liouville equation is that the $\theta$ operator satisfies the non-linear integral equation

$$
\begin{equation*}
\theta=L_{o o}-i L_{o c} \int_{0}^{\infty} d \tau e^{-i L_{c c} \tau} L_{c o} e^{i \theta \tau} \tag{5.3a}
\end{equation*}
$$

and that $C$ is related to $\theta$ by

$$
\begin{equation*}
i c=\int_{0}^{\infty} d \tau e^{-i L_{c c} \epsilon} L_{c o} e^{i \theta \epsilon} \tag{5.3b}
\end{equation*}
$$

These integral equations imply the following relations between $C$ and $\theta$

$$
\begin{align*}
\theta & =L_{o 0}+L_{o c} C  \tag{5.4}\\
C \theta & =L_{c o}+L_{c c} C \tag{5.5}
\end{align*}
$$

and combining these two equations, the non-linear equation for $C$

$$
\begin{equation*}
C L_{o o}+C L_{o c} C=L_{c o}+L_{C C} C \tag{5.6}
\end{equation*}
$$

It is simple to see that introducing (5.4) and (5.5) into (5.2):

$$
i \partial_{t} \tilde{\rho}_{0}=L_{00} \tilde{\rho}_{0}+L_{o c} \tilde{\rho}_{c}
$$

$$
i \partial_{t} \tilde{\rho}_{c}=L_{c o} \tilde{\rho}_{0}+L_{c c} \tilde{\rho}_{c}
$$

one simply recovers the initial Liouville equation. This means that we have constructed an exact, special solution of Liouville equation. Let us introduce now star-hermitian conjugate operators of $C$ and

$$
\begin{align*}
& D=C^{*}  \tag{5.7}\\
& \eta=-\theta^{*} \tag{5.8}
\end{align*}
$$

for which we have the relations similar to (5.4-6)

$$
\begin{align*}
& \eta=L_{o o}+D L_{c o}  \tag{5.9}\\
& \eta D=L_{o c}+D L_{c c}  \tag{5.10}\\
& L_{o o} D+D L_{c o} D=L_{o c}+D L_{c c} \tag{5.11}
\end{align*}
$$

As a consequence of these definitions and of the relations obtained, one has the following commutation relations:

$$
\begin{align*}
& (P+D C) \theta=\eta(P+D C)  \tag{5.12}\\
& (P+D) L=\eta(P+D)  \tag{5.13}\\
& L(P+C)=(P+C) \theta \tag{5.14}
\end{align*}
$$

The last two expressions being particularly interesting as they permit to prove that our special solution generates a projector.

Comparing the formal solution of

$$
\begin{equation*}
(P+D) i \frac{\partial \rho}{\partial t}=(P+D) L \rho=\eta(P+D) \rho \tag{5.15}
\end{equation*}
$$

that is

$$
\begin{equation*}
(P+D) \rho(r)=e^{-i \eta t}(P+D) \rho(0) \tag{5.16}
\end{equation*}
$$

with the special solution

$$
\begin{equation*}
\tilde{\rho}_{0}(r)=e^{-i \theta r} \hat{\rho}_{0}(0) \tag{5.17}
\end{equation*}
$$

one can easily make the connection between (5.16) and (5.17) if one multiplies (5.17) at the left by

$$
\begin{equation*}
A^{-1}=P+D C \tag{5.18}
\end{equation*}
$$

to obtain

$$
A^{-1} \tilde{\rho}_{0}(r)=A^{-1} e^{-i \theta r} \tilde{\rho}_{0}(0)=e^{-i \eta t} A^{-1} \tilde{\rho}_{0}(0) \text { (5.19) }
$$

So one can make the identification

$$
\begin{align*}
& \tilde{\rho}_{0}(0)=A(P+D) \rho(0)  \tag{5.20}\\
& \tilde{\rho}_{0}(r)=A(P+D) \rho(r) \tag{5.21}
\end{align*}
$$

showing that in the course of time these equations keep their form. Considering also the non-diagonal part $\tilde{\rho}_{e}(5.2 b)$ and the evolution equation (5.17) one obtains for $\tilde{\rho}(r)$

$$
\begin{align*}
\tilde{\rho}(r) & =(P+C) e^{-i \theta r} A(P+D) \rho(0) \\
& \equiv \sum(r) \rho(0) \tag{5.22}
\end{align*}
$$

for any $t \geqslant 0$, which is a special solution for positive time, with the semi-group property

$$
\begin{equation*}
\sum\left(r_{1}+r_{2}\right)=\sum\left(t_{1}\right) \Sigma\left(t_{2}\right) \tag{5.23}
\end{equation*}
$$

$$
\text { for } t_{1}, t_{2} \geqslant 0
$$

The limit of the $\sum(h)$ operator when $t$ goes to zero by positive value, is the operator $\pi$

$$
\begin{equation*}
\pi \equiv(P+C) A(P+D) \tag{5.24}
\end{equation*}
$$

which has obviously the property of a projection operator as

$$
\begin{aligned}
\pi^{2} & =(P+C) A(P+D)(P+C) A(P+D) \\
& =(P+C) A(P+D C) A(P+D) \\
& =(P+C) A(P+D)=\Pi
\end{aligned}
$$

so that

$$
\begin{equation*}
\pi^{2}=\pi \tag{5.25}
\end{equation*}
$$

and furthermore by construction $\pi$ is star-hermitian

$$
\begin{equation*}
\pi^{*}=\pi \tag{5.26}
\end{equation*}
$$

The most remarkable property of the $\pi$ projection operator is that it commutes with the Liouville operator $L$

$$
\begin{equation*}
\pi L=L \pi \tag{5.27}
\end{equation*}
$$

The demonstration follows from the different commutation relations (5.12-14).

$$
\begin{aligned}
\pi L & =(P+C) A(P+D) L \\
& =(P+C) A \eta(P+D) \\
& =(P+C) \theta A(P+D) \\
& =L(P+C) A(P+D) \\
& =L \pi
\end{aligned}
$$

This property has a deep physical meaning related to the fact that because of it, $\pi$ psatisfies a separate equation of evolution. $\pi$ defines
a subdynamics.
It is to be noticed that we have been considering only positive times. The same procedure can also be applied for negative time $(t<0)$ and in that case one would have obtained a projector $\pi^{\prime}=\Pi(-L)$ such that

$$
\begin{equation*}
\pi^{\prime} L=L \pi^{\prime} \tag{5.28}
\end{equation*}
$$

which should be used in connection with final value problems while (5.27) has to be applied for initial value problems. The description of time has been brought into the mathematical structure of the space in which we are working.

As far as the relationship with spectral theory is concerned, the eigenvalue problem:

$$
\begin{equation*}
\theta u_{n}=z_{n} u_{n} \tag{5.29}
\end{equation*}
$$

When one compares the integral equation (5.3a) $O$ has to satisfy and the formal expression of $\psi(z)$ as given by (3.10), one can immediately see that it is equivalent to

$$
\psi\left(z_{n}\right) u_{n}=z_{n} u_{n}
$$

or in a more compact form to the resolution of the non-linear problem [21]:

$$
\begin{equation*}
z-\psi(z)=0 \tag{5.31}
\end{equation*}
$$

$\psi(z)$ being a non-hermitian operator, there is no guarantee that this eigenvalue problem has necessarily a solution. However if it possesses a solution, one can make the following classification. Either the eigenvalue is situated on the real axis and in that case it will give a hermitian operator $\pi$

$$
\begin{equation*}
\pi=\pi^{+} \tag{5.32}
\end{equation*}
$$

Either its solution is in the lower half-plane giving a starhermitian projector

$$
\begin{equation*}
\pi=\pi^{*} \tag{5.33}
\end{equation*}
$$

The last step proceeds with the construction of the star-unitary transformation $\wedge$ with the use of Kato's theory [20].

Kato's construction permits us to make a similitude between two projection operators. Suppose a given $P$ and a family of projection operators $\pi(\lambda)$ depending on a parameter $\lambda$ (which may be considered as the strength of the interaction:

$$
H=P H+\lambda Q H
$$

with the condition

$$
\begin{equation*}
\pi(0)=P \tag{5.34}
\end{equation*}
$$

then

$$
\pi(\lambda)=\Lambda(\lambda) P \Lambda^{-1}(\lambda)
$$

will give us a unitary operator if $\wedge$ is hermitian

$$
\begin{equation*}
\pi=\pi^{+} \quad \Rightarrow \quad n^{+}=n^{-1} \tag{5.36}
\end{equation*}
$$

and a star-unitary operator $\Lambda$ for star-hermitian $\pi$

$$
\begin{equation*}
\pi=\pi^{*} \quad \Rightarrow \quad \Lambda^{*}=\Lambda^{-1} \tag{5.37}
\end{equation*}
$$

The main theorem of Kato [20] states that you can generate the $\wedge$ transformation through the following differential equation

$$
\begin{equation*}
\frac{d \Lambda}{d \lambda}=z(\lambda) \Lambda(\lambda) \tag{5.38}
\end{equation*}
$$

where $Z(d)$ is given by

$$
\begin{equation*}
z(\lambda)=\left[\frac{\partial \pi}{\partial \lambda}, \pi\right]_{-} \tag{5.39}
\end{equation*}
$$

So that once we have $\pi$, and the condition (5.34) one integrates the differential equation to obtain $\wedge$.

If $\wedge$ is written as

$$
\begin{equation*}
\Lambda=c x \tag{5.40}
\end{equation*}
$$

the operator $X$ has to satisfy a differential equation which coresponds to the one derived by Mande and Turner [22],[23] before the relation between our approach and Kato's theory was understood.

It is very easy to show that the main requirements imposed on the transformation are satisfied. The dissipativity condition which requires that the operator

$$
\begin{equation*}
\phi=\Lambda^{-1} L \Lambda \tag{5.41}
\end{equation*}
$$

and in particular

$$
\begin{equation*}
\phi_{0}=P \phi P=x_{0} \theta X_{0}^{-1} \tag{5.42}
\end{equation*}
$$

with

$$
\begin{equation*}
X_{0}=P \wedge P \tag{5.43}
\end{equation*}
$$

has a part with a definite sign, comes simply from the fact that being related by a similitude to $\theta$ corresponding to the eigenvalues of $z-\psi(z)$, it has a negative imaginary part ( $\operatorname{Im} z_{n}<0$ ), that is, one considers contributions from singularities in the lower half plane.

Another property of the kinetic operator is its bloc. diagonalisation, which is by construction. As $\Pi L=L \Pi$ (5.27), one has impmediately

$$
\begin{gather*}
\Lambda^{-1}(\pi L-L \pi) \wedge=\Lambda^{-1}\left[\Lambda P \Lambda^{-1} L-L \Lambda P \Lambda^{-1}\right] \wedge \\
=P \phi-\phi P=0 \tag{5.44}
\end{gather*}
$$

It is also important to note that Rato's theorem gives the esseential physical meaning to which of the roots of the dispersion relation $z-\Psi(z)$ we have to consider. The dispersion equation has in general
many roots but if we want to solve Kato's equation we have to consider the boundary condition (5.34). That means that one has to take as the root the root which, when $\lambda$ goes to zero, comes to the real axis (it is not necessarily the closest to the real axis).

The contribution from the other roots are not lost, they are distributed on the other subspaces.

In fact the version presented here is somewhat simplified. One should have considered a complete set of projection operators

$$
\begin{equation*}
\sum P_{v}=1 ; \quad P_{v}^{2}=P_{v} ; \quad P_{v} P_{\mu}=0 \tag{5.45}
\end{equation*}
$$

and continue them into a complete set of star-hermitian projection operators

$$
\begin{gather*}
I \pi_{v}=1 ; \pi_{v}^{2}=\pi_{v} \quad \pi_{v} \pi_{r}=0  \tag{5.76}\\
\pi_{v}=\pi_{v}^{*}
\end{gather*}
$$

This would involve the solution of an infinite number of dispersion equations each of them satisfying the Kato continuity condition. This procedure would have given us a sufficient number of roots to represent any arbitrary initial value problem.

## VI. POTENTIAL SCATTERING

This chapter is devoted to the illustration of the general formulation of the star-unitary transformation on the example of scattering theory.

The derivation of a cross section in potential scattering appears as the simplest example which exhibits already most of the features for which our approach is of interest and therefore very suitable for such an illustration.

Furthermore collision theory is quite an important subject as much of our information on the interaction between the particles comes from scattering experiments and also, it was through the use of the invariants of collision that Boltzmann was able to establish his He theorem. From that time, the treatment of dissipative processes has always been in terms of "physical processes", such as scattering, spontaneous and induced emission of light, ... . Outstanding examples are the papers by Planck on the $\mathrm{bl}_{\mathrm{a}}$ ck body radiation [24] and by Einstein
on the interaction between matter and radiation [25].
We know how to calculate, at least in simple cases, the scattering cross sections from the interaction in terms of the $t$ matrix (or S-matrix). Here however we are emphasizing a different problem: in which sense is scattering describing a temporal process? how to go to a time behaviour of a dynamical system in which the collisions are the generators of evolution? Usually the starting point of scattering theory is the schrödinger equation

$$
\begin{equation*}
i \partial_{t} \psi(r)=H \psi(r) \tag{6.1}
\end{equation*}
$$

where $H$ is a sum of a kinetic part $H_{o}$ and of an interaction part $V$ (assumed to be a short range potential)

$$
\begin{equation*}
H=H_{0}+V \tag{6.2}
\end{equation*}
$$

The solution of Schrödinger equation is analysed in terms of for instance, the outgoing eigenfunction of $H$

$$
\begin{equation*}
H\left|\psi_{\alpha}^{+}\right\rangle=E_{\alpha}\left|\psi_{\alpha}^{+}\right\rangle \tag{6.3}
\end{equation*}
$$

solutions of the Lippman-Schwinger integral equation

$$
\begin{equation*}
\left|\psi_{\alpha}^{+}\right\rangle=|\alpha\rangle+\frac{1}{1 \epsilon-H_{0}+E_{\alpha}}-v\left|\psi_{\alpha}^{+}\right\rangle \tag{6.4}
\end{equation*}
$$

the $|\alpha\rangle$ being a complete set of eigenfunction of $H_{0}$ with the same eigenvalues as the $\left|\psi_{\alpha}^{+}\right\rangle$)

$$
\begin{equation*}
H_{0}|\alpha\rangle=E_{\alpha}|\alpha\rangle \tag{6.5}
\end{equation*}
$$

In terms of the t-matrix defined as

$$
\begin{equation*}
\frac{1}{z-H} v=\frac{1}{z-H_{0}} t(z) \tag{6.6}
\end{equation*}
$$

the $\left|\psi_{\alpha}^{+}\right\rangle$can be written also as

$$
\left|\psi_{\alpha}^{+}\right\rangle=|\alpha\rangle+\frac{1}{i \epsilon-H_{0}+E_{\alpha}} t\left(E_{\alpha}+i \epsilon\right)|\alpha\rangle(6.7)
$$

Expressing the scattered part of $\psi(r)$ in terms of $\left|\psi_{\alpha}^{+}\right\rangle$, one can calculate the probability of finding a given free state in the scattered part, the time derivative of which in the limits of long time and infinite beam gives the cross section. As we mentioned previously, we are interested in a different problem. We want to describe scattering as a temporal process, in which the collisions are the generators of the evolution.

In the first place, let's emphasise that in a strict sense, cross sections are not reducible to an Hilbert space concept. A temporal description of scattering is only possible in the space of density operators (we have called superspace). To illustrate this point, let us consider the time evolution of the density operator $\rho$ as given by the Liouville-von Neumann equation (3.1).

Its formal solution may be written in the interaction representation as

$$
\begin{equation*}
\rho(r)=u(r, 0) \rho(0) u(0, t) \tag{6.8}
\end{equation*}
$$

where the unitary operator $U(r, r)$ defined through

$$
\begin{equation*}
u\left(r, r^{\prime}\right)=e^{i H_{0} r} e^{-i H\left(r-r^{\prime}\right)} e^{-i H_{0} r^{\prime}} \tag{6.9}
\end{equation*}
$$

satisfies the integral equation

$$
\begin{equation*}
u\left(r, r^{\prime}\right)=1+\frac{d}{i} \int_{t^{\prime}}^{t} d \tau H^{\prime}(\tau) u\left(\tau, r^{\prime}\right) \tag{6.10}
\end{equation*}
$$

with

$$
H^{\prime}(\tau)=e^{i H_{0} t} H e^{-i H_{0} t}
$$

To make our point clearer, let us consider the lowest order contribution (in the coupling parameter $\lambda$ ) to the scattering from a state $|\alpha\rangle$ to a state $|\beta\rangle$ :

$$
\rho_{\alpha \alpha}(r)=U_{\alpha \beta}(r, 0) \rho_{\beta \beta}(0) u_{\beta \alpha}(0, t)
$$

This involves the integral

$$
\int_{0}^{t} d \tau e^{i\left(E_{\beta}-E_{\alpha}\right) \tau} \int_{0}^{r} d \tau^{\prime} e^{-i\left(E_{\beta}-E_{\alpha}\right) \tau^{\prime}}
$$

The asymptotic limit of this expression for large $t$ is

$$
t \delta\left(E_{\alpha}-E_{\beta}\right)
$$

If we had been working with the wave function and taken the asymptotic limit on the wave function before performing the product, we would have obtained the divergent result

$$
\left[\delta\left(E_{\alpha}-E_{\beta}\right)\right]^{2}
$$

As it has been noticed by Van Hove [26] and others[27]this result has a simple physical interpretation: the contribution arises from events which are quasi-instantaneous on the long time scale corresponding to the interval 0 - $t$


In other words the $t$ factor comes from "constructive interferences" between the two wave function spaces involved in the time evolution of the density operator. Furthermore, along with the long time limit, in the usual theory, one has in order to obtain a non-vanishing transition rate, to perform other limiting procedures as the infinite beam limit which has also to be performed on the square of the amplitude. Therefore, scattering introduces well defined phase relations and as a result the scattered beam can no longer be described in the space of wave functions [28]. One can now take two attitudes: the basic description is in terms of wave functions satisfying the Schrodinger equation (or classically in terms of trajectories). The result corresponds then to some asymptotic approximation (large, large wave packet) of the real description, performed on the level of the probabilities (square of the amplitudes).

But one can go one step further and argue that the exact motion of the wave packet (or the classical trajectories) are of no physical interest in the experimental situation we are dealing with.

In this case we have to reformulate dynamics in such a way that
cross sections become the generators of evolution. As scattering introduces interference effect, such a description will be associated with the space of density operators.

One ultimate goal will be to obtain an equation of the form

$$
\partial_{t} P_{\alpha}(t)=\sum_{\beta} \sigma_{\alpha \beta} P_{\beta}(t)
$$

(which is the definition of cross sections) as a direct, exact consequince of the Liouville equation.

We shall treat here the problem of potential scattering. We shall consider a system of entities specified by some quantum number $k$, enclosed in a quantization box of volume $L^{3}$. Their energies are given by $\omega_{k}\left(0<\mu \leqslant \omega_{k} \leqslant \infty\right)$ the spectrum of which becomes continuous in the limit of large volume.

The free Hamiltonian of this system is taken as

$$
\begin{equation*}
H_{0}=\sum_{k} \omega_{k}|k\rangle\langle k| \tag{6.11}
\end{equation*}
$$

|k>being a complete set of normalised eigenfunction corresponding to the eigenvalues $k$. The interaction is assumed to have the form

$$
\begin{equation*}
H^{I}=\sum_{k k^{\prime}} f_{k k^{\prime}}|k\rangle\left\langle k^{\prime}\right| \tag{6.12}
\end{equation*}
$$

in which $f_{\mathrm{kk}^{\prime}}$ is of order $\mathrm{L}^{-3}$ and because of the hermiticity of the Hamiltonian is such that

$$
\begin{equation*}
f_{k k^{\prime}}=f_{k^{\prime} k}^{*} \tag{6.13}
\end{equation*}
$$

All the quantities appearing in the formalism are derived from the resolvent of the Liouville operator $(z-L)^{-1}$ the matrix elements of which can be expressed as a convolution of the matrix elements of the resolvant of the Hamiltonian

$$
\begin{gather*}
\left\langle k_{1} k_{2}\right| \frac{1}{z-L}\left|k_{3} k_{4}\right\rangle=-\frac{1}{\sin } \int \frac{\sqrt{c}}{c^{\prime}} d z^{\prime}\left\langle k_{1}\right| \frac{1}{z^{\prime}-H}\left|k_{3}\right\rangle \\
\times\left\langle k_{4}\right| \frac{1}{z^{\prime}-z-H}\left|k_{2}\right\rangle \tag{6.14}
\end{gather*}
$$

where the contour $C^{\prime}$ runs from right to left in the above half plane, below $z\left(\operatorname{Im} z^{\prime}<\operatorname{Im} z\right)$

Using the identity

$$
\begin{equation*}
\frac{1}{z-H}=\frac{1}{z-H_{0}}+\frac{1}{z-H_{0}} H^{I} \frac{1}{z-H} \tag{6.15}
\end{equation*}
$$

and the definition of the t-operator

$$
\begin{equation*}
t(z) \frac{1}{z-H_{0}}=H^{I} \frac{1}{z-H} \tag{6.16}
\end{equation*}
$$

the resolvant of $H$ can be written as

$$
\begin{equation*}
\frac{1}{z-H}=\frac{1}{z-H_{0}}+\frac{1}{z-H_{0}} t(z) \frac{1}{z-H_{0}} \tag{6.17}
\end{equation*}
$$

Its matrix elements are

$$
\begin{array}{r}
\left\langle k_{1}\right| \frac{1}{z-H}\left|k_{2}\right\rangle=\frac{1}{z-\omega_{k_{1}}} \delta_{k_{1} k_{2}} \\
+\frac{1}{z-\omega_{k_{1}}} t_{k_{1} k_{2}}(z) \frac{1}{z-\omega_{k_{2}}} \tag{6.18}
\end{array}
$$

in terms of the t-matrix elements which are solutions of the integral equations

$$
\begin{aligned}
& t_{k k^{\prime}}(z)=f_{k k^{\prime}}+\sum f_{k k^{\prime \prime}} \frac{1}{z-\omega_{k^{\prime \prime}}} t_{k^{\prime \prime} k^{\prime}}(z) \\
& t_{k k^{\prime}}(z)=f_{k k^{\prime}}+\sum t_{k k^{\prime \prime}}(z) \frac{1}{z-\omega_{k^{\prime \prime}}} f_{k^{\prime \prime} k^{\prime}}^{(6.19)}
\end{aligned}
$$

One obtains for (6.17):

$$
\begin{aligned}
& \left\langle k_{1} k_{2}\right| \frac{1}{z-L}\left|k_{3} k_{4}\right\rangle=-\frac{1}{2 i n} \int_{\frac{1}{c}}^{z} d z^{\prime} \frac{1}{z^{\prime}-\omega_{k_{1}}} \\
& \times \frac{1}{z^{\prime}-z-\omega_{k_{4}}}\left[\delta_{k_{1} k_{3}}+t_{k_{1} k_{3}}\left(z^{\prime}\right) \frac{1}{z^{\prime}-\omega_{k_{3}}}\right] \\
& \times\left[\delta_{k_{4} k_{2}}+t_{k_{4} k_{2}}\left(z^{\prime}-z\right) \frac{1}{z^{\prime}-z-\omega_{k_{2}}}\right]
\end{aligned}
$$

At this point a remark should be made about the procedure and the approximations which we will use in the following.

As already emphasised, the limit to the continuous spectrum is essential as it introduces the symmetry breaking, the distinction between the retarded and advanced solutions.

As it is usually done, we shall delay as long as possible the limiting procedure $\left(L^{3} \rightarrow \infty\right)$ but we shall keep in all expressions only the dominant term in the volume.

That is, if in an expression, one has terms independent of the volume, one shall neglect terms in $\mathrm{L}^{-3}$. If the leading term is in $\mathrm{L}^{-3}$, one has to drop contributions of order $\mathrm{L}^{-6}$. For illustration, if in the expression (6.20) for the matrix elements of the resolvant, one has $k_{1}=k_{3}$, $t_{k_{7}} k_{3}$, which is of order $L^{-3}$, has to be neglected with respect to the first term $\delta_{k_{1} k_{3}}$. But, if the expression appears in a summation over $\mathrm{k}_{3}$ both ${ }^{3}$ terms have to be kept as they are giving a contribution of order unity in the volume.

## To Subdynamics

In this problem one can easily construct the different subdynamics. In the case of discrete spectrum, the decomposition into subdynamics is a quite trivial problem, as the contour can be easily split into a sum of contours around the singularities of the resolvent which are isolated, each of these singularities given the contribution to a subdynamic.

However, when one goes to the limit of large volume , these singularities coalesce into a cut and the decomposition in subdynmics when the limit is taken becomes a quite delicate procedure. Nevertheless this decomposition is still possible through the use of proper analytic continuation procedures. Here we shall be mainly interested in the $\stackrel{\stackrel{i}{T}}{ }$ subdynamic which arises from the contribution of the contour $\gamma_{0}$ encircling the $z=0$ singularity. The element of the $\Pi_{T}^{\circ}$ projector are given by

$$
\begin{align*}
&\left\langle k_{1} k_{2}\right| \Pi\left|k_{3} k_{4}\right\rangle \equiv\left\langle k_{1} k_{2}\right| C A D\left|k_{3} k_{4}\right\rangle \\
&=\frac{1}{2 i n} \int_{\gamma_{0}} d z\left\langle k_{1} k_{2}\right| \frac{1}{z-L}\left|k_{3} k_{4}\right\rangle \tag{6.21}
\end{align*}
$$

where $\gamma_{0}$ is a contour around $z=0$. From the above expression, one obtains

$$
\begin{align*}
A_{k k, k k} & \equiv\langle k k| \Pi|k k\rangle \\
& =-\frac{1}{\operatorname{Lin}} \int_{\gamma_{0}} d z \frac{1}{\operatorname{Min}} \int_{e^{\prime}} d z^{\prime} \frac{1}{z^{\prime}-\omega_{k}} \frac{1}{z^{\prime}-z-\omega_{k}} \\
& =1 \tag{6.22}
\end{align*}
$$ to the term 1 .

For $A_{k k}, k^{\prime} k^{\prime}$ which can be written as

$$
\begin{aligned}
& A_{k k}, k^{\prime} k^{\prime}=-\frac{1}{2 i n} \int_{\gamma_{0}} d z \frac{1}{2 i n} \int d z^{\prime} \frac{1}{z^{2}} t_{k k^{\prime}}\left(z^{\prime}\right) \\
& t_{k^{\prime} k}\left(z^{\prime}-z\right)\left(\frac{1}{z^{\prime}-z-\omega_{k}}-\frac{1}{z^{\prime}-\omega_{k}}\right)\left(\frac{1}{z^{\prime}-z-\omega_{k^{\prime}}^{\prime}}-\frac{1}{z^{\prime}-\omega_{k^{\prime}}}\right)
\end{aligned}
$$

one has to evaluate the residue of the integrand at the double pole $z=0$ :

$$
\begin{aligned}
A_{k k} k^{\prime} k^{\prime} & =\frac{1}{2 i n} \lim _{z \rightarrow+i \epsilon} \frac{\partial}{\partial z} \int_{-\infty}^{+\infty} d x\left(\frac{1}{x-z-\omega_{k}}-\frac{1}{x+i \epsilon-\omega_{k}}\right) \\
& \times\left(\frac{1}{x-z-\omega_{k^{\prime}}}-\frac{1}{x+i \epsilon-\omega_{k^{\prime}}}\right) t_{k k^{\prime}}(x+i \epsilon) \vdash_{k^{\prime} k}(x-z)
\end{aligned}
$$

To obtain this expression, one has taken into account the fact that $\operatorname{Im} z>\operatorname{Im} z^{\prime}$ and that at the limit $z \rightarrow+i \in$, the $C^{\prime}$ contour goes to the real axis from above.

It is now an easy matter to perform the derivation with respect to $z$ and to take the limit $z \rightarrow+i \in$. The result is

$$
\begin{align*}
A_{k k} k^{\prime} k^{\prime} & =\frac{1}{\left(\omega_{k}^{\prime}-\omega_{k}-i t\right)^{2}} t_{k k^{\prime}}\left(\omega_{k^{\prime}+i \epsilon}\right) t_{k_{k}^{\prime}}\left(\omega_{k^{\prime}-i \epsilon}\right) \\
& +\frac{1}{\left(\omega_{k}-\omega_{k^{\prime}-i \epsilon}\right)^{2}} t_{k k^{\prime}}\left(\omega_{k}+i \epsilon\right) t_{k^{\prime}}\left(\omega_{k}-i \epsilon\right) \\
& +\sin \delta\left(\omega_{k}-\omega_{k^{\prime}}\right) t_{k k^{\prime}}\left(\omega_{k}+i \epsilon\right)\left[\frac{\partial}{\partial z} t_{k_{k}^{\prime}}\left(\omega_{k}-z\right)\right]_{z=i \epsilon} \tag{6.23}
\end{align*}
$$

The other elements of $\frac{0}{11}$ subspace are simple to evaluate. The createion fragments are obtained from

$$
\begin{equation*}
(C A)_{k_{1} k_{2}, k k} \equiv T_{k_{1}, k_{2}, k k} \tag{6.24}
\end{equation*}
$$

For illustration, let us again derive in detail the expression for $\mathrm{C}_{\mathrm{k}}{ }^{\prime} \mathrm{k}, \mathrm{kk}$

$$
\begin{aligned}
C_{k^{\prime} k, k k}= & -\frac{1}{2 i n} \int_{\gamma_{0}} d z \frac{1}{x^{\prime} \eta} \int_{e^{\prime}} d z^{\prime} \frac{1}{z^{\prime}-\omega_{k^{\prime}}} t_{k^{\prime} k}\left(z^{\prime}\right) \\
& \times \frac{1}{z}\left(\frac{1}{z^{\prime}-z-\omega_{k}}-\frac{1}{z^{\prime}-\omega_{k}}\right) \\
= & \lim _{z \rightarrow i \in} \frac{1}{2 i n} \int_{-\infty}^{+\infty} d x\left(\frac{1}{x-z-\omega_{k}}-\frac{1}{x+i t-\omega_{k}}\right) \\
& t_{k_{k}^{\prime} k}(x+i \epsilon) \frac{1}{x+i \in-\omega_{k}^{\prime}}
\end{aligned}
$$

so that one obtains

$$
\begin{equation*}
C_{k_{k}^{\prime} k k}=\frac{t_{k}^{\prime} k\left(\omega_{k}+i t\right)}{1 \epsilon+\omega_{k}-\omega_{k}^{\prime}} \tag{6.25}
\end{equation*}
$$

and similarly, one gets the following results

$$
\begin{align*}
& C_{k k_{1}^{\prime} k k}=-\frac{t_{k k^{\prime}}\left(\omega_{k}-i \epsilon\right)}{1 \epsilon-\omega_{k}+\omega_{k}^{\prime}}  \tag{6.26}\\
& C_{k_{k}^{\prime} k^{\prime \prime}, k k}=-\frac{t_{k}^{\prime} k\left(\omega_{k}+i \epsilon\right)}{1 \epsilon+\omega_{k}-\omega_{k^{\prime}}^{\prime}} \frac{t_{k k^{\prime \prime}}\left(\omega_{k}-i \epsilon\right)}{1 \epsilon-\omega_{k}+\omega_{k^{\prime \prime}}}
\end{align*}
$$

(6.27)

The destruction fragments are evaluated from the relation

$$
\begin{equation*}
(A D)_{k k, k_{1} k_{2}}=\stackrel{0}{\Pi}_{k k_{k} k_{1} k_{2}} \tag{6.28}
\end{equation*}
$$

and are given by

$$
\begin{align*}
& D_{k k, k^{\prime} k}=\frac{t_{k k^{\prime}}\left(\omega_{k}+i \epsilon\right)}{1 \epsilon+\omega_{k}-\omega_{k^{\prime}}} \\
& D_{k k, k k^{\prime}}=-\frac{t_{k^{\prime} k}\left(\omega_{k}-i \epsilon\right)}{1 \epsilon-\omega_{k}+\omega_{k^{\prime}}} \tag{6.30}
\end{align*}
$$

$$
D_{k k} k^{\prime} k^{\prime \prime}=-\frac{t_{k k^{\prime}}\left(\omega_{k}+i \epsilon\right)}{1 \epsilon+\omega_{k}-\omega_{h^{\prime}}} \frac{t_{k^{\prime \prime} k}\left(\omega_{k}-i \epsilon\right)}{1 t+\omega_{k^{\prime \prime}}-\omega_{k}}
$$

We can now evaluate the important collision operator $\theta$ solution of $z-\Psi(z)=0$, the matrix elements of which are given by

$$
\theta_{k k, k^{\prime} k^{\prime}}=\sum_{k_{1} h_{2}}<k k|L| k_{1} k_{2}>C_{b_{1} k_{2} k^{\prime} L^{\prime}(6.32)}
$$

One obtains immediatly

$$
\theta_{k k, k^{\prime} k^{\prime}}=\sin \delta\left(\omega_{k}-\omega_{k^{\prime}}^{\prime}\right) t_{k k^{\prime}}\left(\omega_{k^{\prime}}+i \epsilon\right)
$$

$$
\times t_{k^{\prime} k}\left(\omega_{k}-i \epsilon\right)
$$

and for the $\mathrm{kk}, \mathrm{kk}$ element:

$$
\begin{equation*}
\theta_{k k, k k}=2 i I_{m} t_{k k}\left(\omega_{k}+i \epsilon\right) \tag{6.34}
\end{equation*}
$$

If one wishes to go the the $\Pi$ component of the physical representation, one has still to introduce the dressing operator $X$.

It is easy to show that the dominant contribution in the volume is

$$
\begin{equation*}
x_{k k, k k}=1 \tag{6.35}
\end{equation*}
$$

and

$$
X_{k k, k^{\prime} h^{\prime}}=\theta\left(\frac{1}{L^{6}}\right) .
$$

which we have not explicited here as it would not be needed.
Very important properties are related to the so called star conjugation. If one replaces L by -L in the elements of the resolvent (6.14), one obtains

$$
\begin{gather*}
\left\langle k_{1} k_{2}\right| \frac{1}{z+L}\left|k_{3} k_{4}\right\rangle=\frac{1}{2 i n} \int_{c^{\prime}} d z^{\prime}\left\langle k_{1}\right| \frac{1}{z^{\prime}+H}\left|k_{3}\right\rangle \\
\times\left\langle k_{4}\right| \frac{1}{z^{\prime}-z+H}\left|k_{2}\right\rangle \tag{5.36}
\end{gather*}
$$

in terms of the resolvant $(z+H)^{-1}$ of the Hamiltonian which can be derived from the following relation:

$$
\begin{equation*}
t(-z) \frac{1}{z+H_{0}}=H^{I} \frac{1}{z+H} \tag{6.37}
\end{equation*}
$$

as

$$
\begin{equation*}
\frac{1}{z+H}=\frac{1}{z+H_{0}}-\frac{1}{z+H_{0}} t(-z) \frac{1}{z+H_{0}} \tag{6.38}
\end{equation*}
$$

With this expression, one can evaluate in the same way as above the $C^{\prime}, A^{\prime}, D^{\prime}$ with the result

$$
\begin{align*}
& C^{\prime}=D^{+}  \tag{6.39}\\
& D^{\prime}=C^{+}
\end{align*}
$$

The transformed collision operator is given by

$$
\begin{equation*}
-i \theta_{k^{\prime} k^{\prime}, k k}^{\prime}=-i \theta_{k k, k^{\prime} k^{\prime}} \tag{6.40}
\end{equation*}
$$

and with the use of the relation

$$
\begin{equation*}
\left\{t_{k l}(z)\right\}^{c \cdot c}=t_{l k}\left(z^{*}\right) \tag{6.4I}
\end{equation*}
$$

one can verify the properties of the collision operator derived in the formalism.
$(-i \theta)$ is a real, star-hermitian and adjoint symmetrical operator, and its even part in $L$ is hermitian and definitely positive

$$
\begin{equation*}
\left(-i \theta^{e}\right)_{k h, k^{\prime} h^{\prime}} \geqslant 0 \tag{6.42}
\end{equation*}
$$

In order to have all the elements of the tranformation, one should also study the correlation subspaces. This can easily be done follow. ing the procedure used for $\frac{0}{\Pi}$ subspace and using proper analytic. continuation. The details can be found in [29]. The $\Lambda$ transformation which defines the physical representation is given by

$$
\begin{equation*}
\Lambda=c X \tag{6.43}
\end{equation*}
$$

The most important property of this transformation is its star unitarity. This property is quite immediate to verify and in fact reduces to the property of unitarity of the $S$ matrix:

$$
\begin{aligned}
& t_{k_{k}}\left(\omega_{k}+i \epsilon\right)-t_{k_{k}}\left(\omega_{k_{1}}-i \epsilon\right) \\
& -\sum_{k^{\prime}} t_{k_{k}}\left(\omega_{k^{\prime}}-i \epsilon\right) t_{k^{\prime} k_{1}}\left(\omega_{\left.k^{\prime}+i \epsilon\right)}\right. \\
& \times\left\{\frac{1}{1 \epsilon+\omega_{k}-\omega_{k^{\prime}}}+\frac{1}{1 \epsilon+\omega_{k^{\prime}-\omega_{k_{1}}}}\right\}=0
\end{aligned}
$$

and
(6.44)

$$
\begin{align*}
& t_{k k_{1}}\left(\omega_{k}+i \epsilon\right)-t_{k k_{1}}\left(\omega_{k_{1}}-i \epsilon\right) \\
& -\sum_{k^{\prime}} t_{k_{k}}\left(\omega_{k}+i \epsilon\right) t_{k_{k}^{\prime} k_{1}}\left(\omega_{k_{1}}-i \epsilon\right) \\
& \quad \times\left\{\frac{1}{i \epsilon+\omega_{k}-\omega_{k^{\prime}}}+\frac{1}{1 \epsilon+\omega_{k^{\prime}}-\omega_{k_{1}}}\right\}=0 \tag{6.45}
\end{align*}
$$

And from the star unitarity of the $\Lambda$, it is easy to prove the projection properties of the $\pi$ subspaces. Indeed

$$
\begin{equation*}
11=\Lambda \Lambda^{*}=C X X^{*} D=C A D=\sum_{i} \pi^{i} \tag{6.46}
\end{equation*}
$$

is nothing else than the completeness relation and

$$
\begin{equation*}
1=\Lambda^{*} \Lambda=X^{*} D C X \tag{6.47}
\end{equation*}
$$

is easily related to the idempotence and orthogonality relations of the $\pi$ 's.

A point has still to be emphasised : $\wedge$ is not a unitary transformation

$$
\begin{equation*}
\wedge \Lambda^{+} \neq 1 \neq \Lambda^{+} \wedge \tag{6.48}
\end{equation*}
$$

which can be checked immediately on particular examples. The non unitary of the $\Lambda$ transformation is the property which in fact enables us to introduce in a very direct way the concept of cross-sections.

The physical or causal representation is defined as

$$
\phi_{\rho}=\Lambda^{*} \rho
$$

and in this representation the evolution is described by a kinetic equation

$$
i \partial_{t}{ }^{p} \rho=\phi \rho
$$

with the collision operator given by

$$
\phi=\Lambda^{*} L \Lambda
$$

the $\Pi^{\circ}$ elements of which are the cross sections given previously. If we had taken the factorizable unitary tranformation induced by the $\mathrm{M} \varnothing \mathrm{ll}$ er wave operator

$$
M=\left\{u^{(-)} \times u^{(-)+}\right\}
$$

we should have obtained a vanishing cross section as for the diagonal elements

$$
M^{+} L M=0
$$

as can be verified immediately

VII CONCLUDING REMARKS

We have shown that for an important class of dynamical systems it was possible through a non-canonical transformation to go from a Hamiltonian description of dynamics to a description in terms of processes which incorporates explicitly the dissipativity. For this class of systems one has two basically different formulations of dynamics which can be summarized in the following chart:

|  | Space time description | Processes |
| :---: | :---: | :---: |
| basic <br> elements | forces | cross section <br> life-times |
| collision | limiting case of dynamical processes | elementary processes |
| generator | of motion: Hamiltonian | of evolution: cross section life times |
| description | Space time (world lines) "nothing begins nothing ends" | non local in space time |
| mathematica properties | Group | Semi group. |

Now there exists systems for which only one of these descriptions holds. On one hand, there are simple non-dissipative systems. In that case, our transformation leads to the usual static description corresponding to non-interacting units obtained by diagonalization. On the other hand, chemical kinetics is a good example of a system without a Hamiltonian description but where the description in terms of elastic and inelastic collisions is the most appropriate.

Also in high energy problems the existence of a Hamiltonian can by no means be considered as granted.

The epistemological consequences of the existence of this new tranformation theory have been discussed elsewhere [30]. Let us only
mention here that it gives a precise mathematical meaning to the concept of complementarity as introduced by Bohr and Rosenfeld. It is indeed the description in terms of processes which is essential when we want to use a material system as a measurement apparatus as we want then to relate its temporal evolution to the various physical processes which are going on in the system. This description is "complementary" in the Bohr-Rosenfeld sense to the description in terms of the motions of the various particles which form this material system to which it is related by our star-unitary transformation. In these lectures we have emphasised the physical aspects of our problem: the relation between dynamics and irreversibility. It should be obvious that this leads to new and fascinating problems in Mathematics. The central part is the discussion of possible "equivalencies" between hermitian and dissipative operators of motion. This problem is the natural generalisation of the problem of equivalencies between hermitian operators which is at the core of transformation theory both in classical and quantum mechanics.
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## I. INTRODUCRION

The real world is extremely complex. Almost everything occurring there is a many-body process in which an enormous number of atoms, molecules, living cells, individuals etc. are involved. There are different levels of observation and description, from the uttermost microscopic level on the one extreme to the most macroscopic level on the other. The principal aim of physics is to bridge successive levels, completing logical connection from the micro- to the macrolevel. As is very well known, the microscopic dynamics gradually loses its preponderance giving way to the laws of probability as one climbs up the staircase, although the conservation laws invariably keep their predominant role. It is thus quite understandable that macroscopic physical laws can be so general as to apply to a large family of physical systems, irrespective of the nature of their constituent elements. Also a considerable part of the laws of statistical physics can be applied to non-physical systems, thanks to the great generality of logics of probability.

Shifting the level of observation or description from one to another more macroscopic, means a reduction in the number of variables describing the system, that is, a coarse-graining of the space of state-variables, which is usually accompanied by a coarsegraining of time if we are concerned with a process occurring in space and time. Eliminated degrees of freedom are not, however, totally ignored but they act on the remaining variables as sources of noise, imparting therby a stochastic nature to the process projected by the coarse-graining. So that we have a hierarchy of stochastic processes, each member constituting a projection or a contraction of the foregoing one. rihis means a certain restriction on the nature of these stochastic processes. That is to say, we are not quite free in choosing a model at a level of this hierarchy, as the model should satisfy certain conditions. We are not ready to give a complete answer to the question of what these conditions really are. However at least we know an example, the Einstein relation, or the fluctuation-dissipation theorem as its generalization. The fluc-tuation-dissipation theorem asserts the existence of an internal relationship between fluctuations and the average behaviour of a system and is well established for systems neor equilivrium. How far this theorem can be generalized to systems far from equilibrium us
to non-physical systems is an open question of great interest.
Physicists would like, whenever it is possible, to start from the first principles, that is from the ultimate microscopic level, and working via elaborate many-body theoretical techniques, reach some result; the result is more pleasing and more satisfactory if it is simple enough to appeal to our physical intuition. Here we shall not work that way but will take a phenomenological view focusing our attention on the process of coarse-graining in the sense mentioned above. This is along the line which I myself have been pursuing, but I have not completely cleared the way yet, so that the present lectures remain as a sort of preliminary approach for a more systematic program.

## II. CIASSICAL BROWNIAN MOTION AND ITS GENERALIZATIONS

From our viewpoint, the classical theory of Brownian motion to statistical physics, is like the theory of ideal gases to the traditional statistical mechanics. It is an idealization of the stochastic processes exhibited by a many-body system when observed by means of a small number of projected variables. Here the whole complexity is represented only by the motion of the Brownian particle, on which random forces, due to the thermal motion of the bath molecules, are acting. As such a typical example of statistical physics, the classical Brownian motion can be treated in several different ways affording thus illuminating examples of different approaches to more general problems of statistical physics. Also, the idealization makes the problem so simple and so transparent that it provides us with a standard problem. To this we return for reference when necessary, and from this we seek for ways of generalization.

Let us start from the Langevin equation of motion of arownian particle of mass m,

$$
\begin{equation*}
\dot{m} \dot{u}=F(t)=-m \gamma u+R(t) \tag{2.1}
\end{equation*}
$$

where $u$ is the velocity and $F$ is the force at the instant $t$. $F$ is the total resultant of impulses given to the Brownian particle by the surrounding molecules. It is divided into two parts: the frictional force, $-m \gamma u$, ana the random force $R(t)$. The idealization of the classical thoory consists in the following assumptions: A. the equation of motion is linear in the random source $R(t)$; that is to say the friction is proportional to the velocity $u$ with the friction constant m .
B. The random force $R(t)$ has a white noise spectrum; that is, its correlation time $\tau_{c}$ is zero.
C. $R(t)$ is a stationary Gaussian process.

The assumption $A$ seems the simplest possible assumption adequate for a Brownian particle, but it is related, as we shall see later, to the assumption $B$, which is a very natural one if the Brownian particle is very much heavier than the bath molecules. The Brownian particle would change its state of motion only after experiencing a great number of collisions with bath molecules. Namely the time scale $\tau_{\boldsymbol{r}}$ of the Brownian particle is very much larger than that of bath moleciules,

$$
\begin{equation*}
\tau_{c} \ll \tau_{\tau} \tag{2.2}
\end{equation*}
$$

which is idealized to $B$. The assumption $C$ is also justified by the same reason because $R(t)$ is then essentially an accumulated effect of a large number of more or less uncorrelated collisions for which some sort of the central limit theorem of probability theory would work. The Gaussian assumption $C$ together with the linearity assumption A nicely reproduces the Maxwellian law for the velocity distribution in equilibrium.

These assumptions make the problem well-defined and easily tractable. It should, however, be noticed at the same time that the assumption $B$ introduces a difficulty. Mathematically this means that the process $u(t)$ derived from the basic process by eq. (2.1) is everywhere non-differentiable as is very well-known since the classical work of Wiener, so that the stochastic equation (2.1) should be treated properly with great care. This can be done with the use of Wiener integrals and Ito's stochastic differentiation and integration procedures [7]. On the other hand, most physicists prefer more familiar ways of calculation to such unusual ones. That is, we regard a purely white noise spectrum or a delta-type correlation function as a limit of less singular spectra or correlation functions. This should be allowed for most purposes, with due caution. Throughout these lectures we adopt this attitude. Thus the correlation function of $R(t)$ is assumed by $B$ to be

$$
\begin{equation*}
\left\langle R\left(t_{1}\right) R\left(t_{2}\right)\right\rangle=2 \pi I_{R} \delta\left(\left|t_{1}-t_{2}\right|\right) \tag{2.3}
\end{equation*}
$$

where $I_{R}$ is the power spectrum of $R(t)$. This is considered as a limit of the Wiener-Khintchin theorem

$$
\begin{equation*}
\left\langle R\left(t_{1}\right) R\left(t_{2}\right)\right\rangle=\int_{-\infty}^{\infty} I_{R}(\boldsymbol{\omega}) e^{i \omega\left(t_{1}-t_{2}\right)} \mathrm{d} \boldsymbol{\omega} \tag{2.4}
\end{equation*}
$$

where we may assume, for example,

$$
\begin{equation*}
\left\langle R\left(t_{1}\right) R\left(t_{2}\right)\right\rangle=\frac{\pi I_{R}}{\boldsymbol{\tau}_{c}} e^{-\left|t_{1}-t_{2}\right| / \tau_{c}} \tag{2.5}
\end{equation*}
$$

or

$$
\begin{equation*}
I_{R}(\omega)=2 \pi I_{R} \frac{1}{1+\omega^{2} \tau_{c}^{c}} \tag{2.6}
\end{equation*}
$$

In the limit of $\tau_{c} \rightarrow 0$, this becomes a white spectrum and the correlation function (2.5) is regarded as a delta-function (2.3).

The ideal Brownian motion is like the ideal gas in statistical thermodynamics. We would like to generalize it to less ideal models jn order to simulate more realistic processes in nature. Assumptions A to $C$ may be replaced by:
$A^{\prime}$ the observed variable is non-linear in the random force, $B^{\prime}$ the rendom force $R(t)$ is a non-white noise, that is, its correlation time $\tau_{c}$ is finite, no longer very short compared with the time scale $\tau_{r}$ of the observable,
$C^{\prime}$ the random force $R(t)$ is no longer Gaussian.
Negation of each idealization means an enormous range of possibility and there are innumerable combinations of generalizations. Although most of them are in fact beyond our capacity for mathematical analysis, still we can choose some of them as standards useful for elucidating the principles of statistical physics.

We shall begin in the following with the classical ideal Brownien motion. We review first several methods of solving eq. (2.1), that is of finding the process $u(t)$ as derived from the given underlying process $R(t)$. This part will be supplementary to the classical review article of Wang and Uhlenbeck [8] and will be an introduction to the theories of non-ideal Brownian motion, which will be discussed in the later lectures.

## III. RICE'S METHOD (HARMONIC ANALYSIS) [8]

Taking the advantage of the linearity of eq. (2.1), we perform harmonic analysis of $u(t)$ and $R(t)$ over a given time interval $0<t<T$ as follows:

$$
\begin{aligned}
& u(t)=\sum_{n=-\infty}^{\infty} u\left(\omega_{n}\right) e^{i \omega_{n} t} \\
& R(t)=\sum_{n=-\infty}^{\infty} R\left(\omega_{n}\right) e^{i \omega_{n} t}
\end{aligned}
$$

choosing $\omega_{n}=2 \pi_{n} / T$ with integers $n$ from $-\infty$ to $\infty$. Equation (2.1) then gives

$$
\begin{equation*}
u\left(\boldsymbol{\omega}_{n}\right)=\frac{1}{m} \frac{R\left(\boldsymbol{\omega}_{n}\right)}{1 \omega_{n}+\gamma} \tag{3.1}
\end{equation*}
$$

which yields at once

$$
\begin{equation*}
I_{u}(\omega)=\frac{1}{m} \frac{I_{R}(\boldsymbol{\omega})}{\boldsymbol{\omega}^{2}+\boldsymbol{\gamma}^{2}} \tag{3.2}
\end{equation*}
$$

for the power spectrum of $u(t)$. The correlation function of $u(t)$ is then

$$
\begin{equation*}
\left\langle u\left(t_{1}\right) u\left(t_{2}\right)\right\rangle=\frac{\pi I_{R}}{m^{2} \gamma} e^{-\gamma\left|t_{1}-t_{2}\right|} \tag{3.3}
\end{equation*}
$$

and in particular

$$
\begin{equation*}
\left\langle u^{2}\right\rangle=\frac{\pi I_{R}}{m^{2} \gamma}=\frac{\mathrm{kT}}{\mathrm{~m}} \tag{3.4}
\end{equation*}
$$

if we assume

$$
\begin{equation*}
m \gamma k T=\pi I_{R}=\int_{0}^{\infty}\left\langle R\left(t_{1}\right) R\left(t_{1}+t\right)\right\rangle d t \tag{3.5}
\end{equation*}
$$

Since a linear combination of Gaussian processes is also Gaussian, the assumption $C$ imparts a Gaussian property to $u(t)$, which assures the equilibrium Maxwellian distribution. The assumption $B$ together with the fact that eq. (2.1) is first order in the time derivative implies the Markoffian nature of the process $u(t)$. The Doob
theorem [8] tells us that a Gaussian-Markoffian process ought to have an exponential decay in the correlation function as in fact is shown by eq. (3.3).

The two-time distribution $W_{2}\left(u_{1} t_{1}, u_{2} t_{2}\right)$ of $u(t)$ is characterized by the variance $\left\langle u\left(t_{1}\right)^{2}\right\rangle=\left\langle u\left(t_{2}\right)^{2}\right\rangle$ and $\left\langle u\left(t_{1}\right) u\left(t_{2}\right)\right\rangle$. The transition probability (or the Green function) $P\left(u_{1} t_{1} \mid u_{2} t_{2}\right)$ from $u_{1}$ at $t_{1}$ to $u_{2}$ at $t_{2}$ is then obtained from the relation

$$
\begin{equation*}
w_{2}\left(u_{1} t_{1}, u_{2} t_{2}\right)=w_{1}\left(u_{1} t_{1}\right) P\left(u_{1} t_{1} \mid u_{2} t_{2}\right) \tag{3.6}
\end{equation*}
$$

where $W_{1}$ is the (equilibrium) one-time distribution function. Thus we have

$$
\begin{align*}
P\left(u_{1} t_{1} \mid u_{2} t_{2}\right)= & {\left[\frac{m}{2 \pi k T}\right]^{\frac{1}{2}}\left(1-e^{-2 \gamma\left(t_{2}-t_{1}\right)}\right)^{-\frac{1}{2}} } \\
& \exp \left[-\frac{m}{2 k T} \frac{\left\{u_{2}-u_{1} e^{-\gamma\left(t_{2}-t_{1}\right)}\right\}^{2}}{1-e^{-2 \gamma\left(t_{2}-t_{1}\right)}}\right] . \tag{3.7}
\end{align*}
$$

Since $u(t)$ is Gaussian and Markoffian this completes the solution of Eq. (2.1).

The transition probability (3.7) is the fundamental solution of the Fokker-Planck equation

$$
\begin{equation*}
\frac{\partial}{\partial t} P=\frac{\partial}{\partial u}\left(\gamma u+D_{u} \frac{\partial}{\partial u}\right) P \tag{3.8}
\end{equation*}
$$

wi.th the diffusion constant $D_{Q}$ in the velocity space defined by

$$
\begin{equation*}
D_{u}=\frac{\gamma k T}{m}=\frac{\pi I_{R}}{m^{2}} \tag{3.9}
\end{equation*}
$$

IV. DIRECT INTEGRATION AND PATH INTEGRAI REPRESENTATION

Interpreting eq. (2.1) as an ordinary differential equation satisfied by an arbitrary sample of the stochastic process in question, we integrate this equation in the usual way. The solution is

$$
\begin{equation*}
u(t)=u\left(t_{0}\right) e^{-\gamma\left(t-t_{0}\right)}+\int_{t_{0}}^{t} d t^{\prime} e^{-\gamma\left(t-t^{\prime}\right)} R\left(t^{\prime}\right) / m \quad t>t_{0} \tag{4.1}
\end{equation*}
$$

if the initial value of $u$ is given as $u\left(t_{0}\right)$. Taking the average of $u(t)$ over the whole ensemble of samples we obtain

$$
\begin{equation*}
\langle u(t)\rangle=u\left(t_{0}\right) e^{-\gamma\left(t-t_{0}\right)} \tag{4.2}
\end{equation*}
$$

and

$$
\left\langle\left(u(t)-u_{0} e^{-\gamma\left(t-t_{0}\right)}\right)^{2}\right\rangle=\int_{t_{0}}^{t} d t_{1} \int_{t_{0}}^{t} d t_{2} e^{-\gamma\left(t-t_{1}\right)-\gamma\left(t-t_{2}\right)} \frac{\left\langle R\left(\tau_{1}\right) R\left(\tau_{2}\right)\right\rangle}{m^{2}}
$$

which becomes with the use of eq. (2.3)

$$
\begin{equation*}
\left\langle(u(t)-\langle u(t)\rangle)^{2}\right\rangle=\frac{\pi I_{R}}{m^{2} \gamma}\left(1-e^{-2 \gamma\left(t-t_{0}\right)}\right) \tag{4.3}
\end{equation*}
$$

if the initial distribution of $u$ is sharp.
As mentioned earlier, $u(t)$ in eq. (4.1) is linear in $R\left(t^{\prime}\right)$ ( $t_{0}<t^{\prime}<t$ ) so that it is Gaussian, and its probability distribution is characterized by $\langle u(t)\rangle$ and $\left\langle(u(t)-\langle u(t)\rangle)^{2}\right\rangle$ as given by eqs. (4.2) and (4.3). It is the transition probability $P\left(u_{0} t_{0} \mid u t\right)$, eq. (3.7).

One comment seems appropriate at this point. The present method has an advantage over Rice's method; namely that it is applicable even when the derived process does not have a power spectrum of finite intensity. If $\gamma$ in eq. (2.1) is zero, the power spectrum (3.2) ceases to exist and then Rice's method is useless. Consider the pure Wiener process of diffusion

$$
\begin{equation*}
\dot{x}=u(t) \tag{4.4}
\end{equation*}
$$

where the velocity $u(t)$ (which here replaces $R(t)$ in eq. (2.1)) is a pure white noise. Equations (4.2) and (4.3) now read as

$$
\begin{aligned}
& \langle x(t)\rangle=x\left(t_{0}\right)=x_{0} \\
& \left\langle\left(x(t)-x_{0}\right)^{2}\right\rangle=2 \pi I_{u}\left(t-t_{0}\right)
\end{aligned}
$$

where $I_{u}$ is the power intensity of the white noise $u(t)$. Defining
the diffusion constant by

$$
\begin{equation*}
D=\pi I_{u} \tag{4.5}
\end{equation*}
$$

we get

$$
P\left(x_{0} t_{0} \mid x t\right)=\left[4 \pi D\left(t-t_{0}\right)\right]^{-\frac{1}{2}} \quad \exp \left[-\frac{\left(x-x_{0}\right)^{2}}{4 D\left(t-t_{0}\right)}\right]
$$

Should Rice's method be used, the same result can be obtained by taking the limit of $\gamma \rightarrow 0$ and writing $x$ for $u$ and $D$ for $2 k T \gamma / m$ in the final result Eq. (3.7).

In Eq. (4.4) the velocity $u(t)$ should more properly be considered as the random process driven by a random force, namely by Eq. (2.1),

$$
\begin{equation*}
m \ddot{x}=-m \boldsymbol{x} \dot{x}+R(t) \tag{4.7}
\end{equation*}
$$

Rice's method cannot be used directly for solving this equation (it can be used if the particle is harmonically bound to the origin, and the Brownian motion can be treated as the limit of a vanishing elastic force). But Eq. (4.1) can be again integrated to

$$
\begin{equation*}
x(t)-x\left(t_{0}\right)=\frac{u_{0}}{\gamma}\left(1-e^{-\gamma\left(t-t_{0}\right)}\right)+\int_{t_{0}}^{t_{1}} d t_{1} \int_{t_{0}}^{t_{1}} d t_{2} e^{-\gamma\left(t_{1}-t_{2}\right)} R\left(t_{2}\right) / m \tag{4.8}
\end{equation*}
$$

Since $x(t)$ is linear in $R\left(t^{\prime}\right)\left(t_{0}<t^{\prime}<t\right)$, the process $x(t)$ is Gaussian so that its average and variance define the distribution. The second term on the r.h.s. of Eq. (4.8) is written as

$$
\int_{t_{0}}^{t} d t_{2} \int_{t_{2}}^{t} d t_{1} e^{-\gamma\left(t_{1}-t_{2}\right)} R\left(t_{2}\right) / m=\int_{t_{0}}^{t} d t^{\prime} \frac{1-e^{-\gamma\left(t-t^{\prime}\right)}}{\gamma} \frac{R\left(t^{\prime}\right)}{m}
$$

If the equilibrium is assumed for the initial distribution of $u_{0}$, the average displacement vanishes and the variance of displacement in the time interval ( $t_{0}, t$ ) is easily calculated with the use of Eqs. (2.3) and (3.4) to be

$$
\begin{equation*}
\left\langle\left(x(t)-x\left(t_{0}\right)\right)^{2}\right\rangle=\frac{\left\langle u^{2}\right\rangle}{\gamma}\left[t-t_{0}-\frac{1}{\gamma}\left\{1-e^{-\gamma\left(t-t_{0}\right)}\right\}\right] \tag{4.9}
\end{equation*}
$$

which gives the transition probability

$$
\begin{align*}
P(0,0 \mid x t)= & {\left[4 \pi_{D}\left\{t-\left(1-e^{-\gamma t}\right) / \gamma\right\}\right]-1 / 2 } \\
& \exp \left[-\frac{x^{2}}{4 D\left\{t-\left(1-e^{-\gamma t}\right) / \gamma\right\}}\right] \tag{4.10}
\end{align*}
$$

where the diffusion constant is defined by

$$
\begin{equation*}
D=\frac{\left\langle u^{2}\right\rangle}{\gamma}=\frac{\mathrm{kT}}{\mathrm{~m} \gamma} \text { (Einstein relation) } \tag{4.11}
\end{equation*}
$$

It should be noticed that the transition probability (4.10) does not satisfy the Chapman-Kolomogorov equation, which means that the process $x(t)$ is non-Markoffian. This is because Eq. (4.7) is not first order but second order in the time-derivatives of $x$. If we consider the variables $x$ and $u$ together, the Brownian motion in phase space is a two-dimensional Markoffian process, but the projection onto the dis-placement-coordinate is not by itself Markoffian. It is, however, very important to recognize the fact that it recovers a Markoffian nature if the space and time are coarse-grained. Namely, if the time $t$ is much longer than the correlation time $\boldsymbol{\tau}_{c}$ of velocity $u$, that is, $t \gg \tau_{c}=1 / \gamma$, the terms, $\exp (-\gamma t)$, may safely be ignored in Eq. (4.10). Then this is reduced to the expression (4.6), which is of course the fundamental solution of the diffusion equation

$$
\begin{equation*}
\frac{\partial P}{\partial t}=D \frac{\partial^{2}}{\partial x^{2}} P \tag{4.12}
\end{equation*}
$$

The coarse-graining in space is also implied here because we have to sacrifice a more detailed description of the probabilities of small displacements over the distance of the mean free path;

$$
\Delta x>\rangle l=\left\langle u^{2}\right\rangle^{1 / 2} \tau_{c}
$$

Another method of direct-integration is worth noting here. The probability of realizing a sample path of $u(t)$ as determined by Eq.(2.1) or Eq. (4.1) is equal to that of realizing a path of $R(t)$. Choosing $t_{j}=t_{0}+j \Delta t\left(j=1,2, \ldots n, t_{n} \equiv t\right)$, we ask for the probability $P\left(R_{1}, R_{2} \ldots R_{n}\right)$ of realizing $R(t)$ as $R_{1}$ at $t_{1}, R_{2}$ at $t_{2}, \ldots$, and $R_{n}$ at $t_{n}=t$. Because $R(t)$ is Gaussian and white-noise, this is easily
seen to be given by

$$
\begin{equation*}
P\left(R_{1}, \ldots, R_{n}\right)=\left[\frac{\Delta t}{4 \pi^{2} I_{R}}\right]^{\frac{n}{2}} \exp \left[-\frac{\Delta t}{4 \pi I_{R}}\left(R_{1}^{2}+\ldots+R_{n}^{2}\right)\right] \tag{4.13}
\end{equation*}
$$

by calculating the characteristic function of $P$ as

$$
\begin{aligned}
& Q\left(\xi_{1} \cdots \xi_{n}\right)=\left\langle\exp i\left(\xi_{1} R_{l}+\cdots+\xi_{n} R_{n}\right)\right\rangle \\
= & \exp \left[-\frac{1}{2} \sum_{j}^{n} \sum_{l}^{n} \xi_{j} \xi_{l}\left\langle R_{j} R_{l}\right\rangle\right] \\
\longrightarrow & \left.\exp \left[-\frac{1}{2(\Delta t)^{2}} \int_{t_{0}}^{t} d t_{l} \int_{t_{0}}^{t} d t_{2} \xi\left(t_{l}\right)\right\}\left(t_{2}\right)\left\langle R\left(t_{l}\right) R\left(t_{2}\right)\right\rangle\right] \\
= & \exp \left[-\frac{1}{(\Delta t)^{2}} \int_{t_{0}}^{t} \xi\left(t^{\prime}\right)^{2} d t^{\prime} \cdot 2 \pi I_{R}\right] \\
= & \exp \left[-\frac{2 \pi I_{R}}{\Delta t}\left(\xi_{l}^{2}+\cdots+\xi_{n}^{2}\right)\right]
\end{aligned}
$$

In this calculation we assumed a very large $n$. The exponent on the r.h.s. of Eq. (4.13) becomes, with the use of Eq. (3.9),

$$
\begin{equation*}
-\frac{1}{4 \pi I_{R}} \int_{t_{0}}^{t} R^{2}\left(t^{\prime}\right) d t^{\prime}=-\frac{1}{4 D_{u}} \int_{t_{0}}^{t}(\dot{u}(s)+\gamma u(s))^{2} d s \tag{4.14}
\end{equation*}
$$

in this limit. Thus, the transition probability (3.7) can be expressed as

$$
\begin{equation*}
P\left(u_{0} t_{0} \mid u t\right)=\int a_{0} D[u(s)] \exp \left\{\int_{t_{0}}^{t} \mathcal{L}(u(s), \dot{u}(s)) d s\right\} \tag{4.15}
\end{equation*}
$$

with the Langrangian

$$
\begin{align*}
\mathcal{L} & =-\frac{I}{4 D_{u}}(\dot{u}(s)+\gamma u(s))^{2} \\
& =-\frac{m}{4 \gamma \mathrm{kT}}(\dot{u}(s)+\gamma u(s))^{2} \tag{4.16}
\end{align*}
$$

where the paths $\{u(s)\}$ cover all possible paths with $u\left(t_{0}\right)=u_{0}$ and $u(t)=u$, for each of which the action integral gives the weight.
(The measure of paths is defined by Eq. (4.13)). The path integral formula for the case $\gamma=0$ was first obtained by Wiener, so that path integrals of this sort may be called Wiener integrals. The corresponding path integral expression for quantal systems is quite analogous to this, but it is called the Feynman integral.

Onsager and Machlup [9] formulated their fluctuation theory as a classical Brownian motion and used the same expression as Eq. (4.15).

## V. STOCHASTIC LIOUVILLE EQUATION

The Langevin equation (2.1) determines a sample path $u(t)$ for each given sample of $R(t)$. We consider now an ensemble of Brownian particles at each time point and denote the density of representative points in $u$ at time $t$ by a distribution function $f(u, t)$. This satisfies the Liouville equation

$$
\begin{equation*}
\frac{\partial}{\partial t} f(u, t)=-\frac{\partial}{\partial u} u f \tag{5.1}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial}{\partial t} f(u, t)=\frac{\partial}{\partial u}\left(\gamma u-\frac{1}{m} R(t) f\right. \tag{5.2}
\end{equation*}
$$

by Eq. (2.1). The Lionville equation may be written more concisely as

$$
\begin{equation*}
\frac{\partial f}{\partial t}=\Omega(t) f \tag{5.3}
\end{equation*}
$$

where $\Omega(t)$ denotes the "Liouville" operator on the r.h.s. of Eq. (5.2) Since the random force $R(t)$ is a stochastic process, the operator $\Omega$ is also stochastic. In this sense Eq. (5.2) or (5.3) will be called a stochastic Liouville equation, which is a Schroedinger picture corresponding to the Heisenberg picture in the Langevin equation of motion. A formal solution of Eq. (5.3) can be written as

$$
\begin{equation*}
f(u, t)=\left[\exp \int_{t_{0}}^{t} \Omega\left(t^{\prime}\right) d t^{\prime}\right] \cdot f\left(u, t_{0}\right) \tag{5.4}
\end{equation*}
$$

for a given sample of $R(t)$. In particular if the initial ensemble
is given by

$$
\begin{equation*}
f\left(u, t_{0}\right)=\delta\left(u-u_{0}\right) \tag{5.5}
\end{equation*}
$$

$f(u, t)$ is also a delta-function, $\delta(u-u(t))$, the final point being determined by Eq. (l.2) for a given sample of $R(t)$. Taking the average of $f$ over all possible samples we then obtain the transition probability,

$$
\begin{align*}
P\left(u_{0} t_{0} \mid u t\right) & =\langle f(u, t)\rangle \\
& =\left(u\left|\left\langle\exp \int_{t_{0}}^{t} \Omega\left(t^{\prime}\right) d t^{\prime}\right\rangle\right| u_{0}\right) \tag{5.6}
\end{align*}
$$

where the bracket notation, like that of Dirac's, means the kernel of the integral representation of the operator inside. Generally, the operator $\Omega(t)$ may not be commutable for different times and the coresponding exponential operator should be interpreted as an ordered exponential. However this precaution is not needed for Eq. (5.2) and the average of the exponential operator in Eq . (5.6) is easily obtained by using the cumulant theorem noticing that cumulants higher than of the second order identically vanish for a Gaussian process;

$$
\begin{align*}
& P\left(u_{0} t_{0} l u t\right) \\
= & \exp \left[\int_{t_{0}}^{t} d t_{I} \frac{\partial}{\partial u} \gamma u+\frac{1}{2 m^{2}} \int_{t_{0}}^{t} d t_{I} \int_{t_{0}}^{t} d t_{2} \frac{\partial^{2}}{\partial u^{2}}\left\langle R\left(t_{1}\right) R\left(t_{2}\right)\right\rangle\right] \cdot \delta\left(u-u_{0}\right) \\
= & \exp \left[\left(t-t_{0}\right)\left\{\frac{\partial}{\partial u} \gamma u+\frac{\partial^{2}}{\partial u^{2}} D_{u}\right\}\right] \delta\left(u-u_{0}\right) \tag{5.7}
\end{align*}
$$

where

$$
\begin{equation*}
D_{u}=\frac{1}{m^{2}} \int_{0}^{\infty}\left\langle R\left(t_{1}\right) R\left(t_{1}+t\right)\right\rangle d t=\frac{\pi I_{R}}{m^{2}} \tag{5.8}
\end{equation*}
$$

is the diffusion coefficient in the velocity space. Equation (5.7) means that the transition probability $P\left(u_{0}{ }_{0} \mid u, t\right)$ is the fundamental solution (Green function) of Eq. (3.8). The relation (3.9) ensures that the equilibrium distribution $P_{e}$ satisfying the equation

$$
\left(\gamma u+D_{u} \frac{\partial}{\delta u}\right) P_{e}=0
$$

is Maxwellian with the temperature $\mathbb{T}$.
It should be noticed that Eq. (3.8) is the Fokker-Planck equation for the process $u(t)$. The Markoffian property comes from the white noise assumption $B$ for $R(t)$. The Fokker-Planck property, that is the diffusion-type nature of the process, is due to the Gaussian assumption C. A simpler example is the process (4.4), for which the same procedure immediately leads to the diffusion equation (4.12). Another example is a Brownian motion in a potential field $V(x)$, for which we write the Langevin equation,

$$
\begin{equation*}
\frac{d x}{d t}=u, \quad \dot{u}=-\frac{1}{m} \frac{\partial v}{\partial x}-\gamma u+\frac{1}{m} R(t) \tag{5.9}
\end{equation*}
$$

and the stochastic Liouville equation,

$$
\frac{\partial}{\partial t^{f}}(x, u, t)=\left[-\frac{\partial}{\partial x} u+\frac{\partial}{\partial u}\left(\frac{1}{m} \frac{\partial V}{\partial x}+\gamma u-\frac{1}{m} R(t)\right)\right] f(x, u, t) .
$$

The corresponding Fokker-Planck equation is the Kramers equation

$$
\begin{equation*}
\frac{\partial}{\partial t} P(x, u, t)=\left[-\frac{\partial}{\partial x} u+\frac{\partial}{m \partial u} \frac{\partial v}{\partial x}+\frac{\partial}{\partial u} \gamma u+D_{u} \frac{\partial^{2}}{\partial u^{2}}\right] P(x, u, t) \tag{5.10}
\end{equation*}
$$

VI. RETARDED FRICTION, FLUCTUATION-DISSIPATION THEORENS $[4,5]$

Now we turn to non-ideal Brownian motions. The first thing we should do seems to be to remove the restriction $B$, the white noise assumption for the random force, because a frequency-dependent impedence is quite common in nature, which, as we shall soon see, is inseparably related to a non-white noise.

Consider the response of a Brownian system to an external force. The Langevin equation (2.1) may be replaced by

```
m\dot{u}=-m\gammau + R(t) + K(t)
```

in the presence of an external driving force $K(t)$. If $K$ is periodic with a frequency $\boldsymbol{\omega}$, the response will be on the average

$$
\begin{equation*}
\langle u(t)\rangle=\operatorname{Re} \mu[\omega] K_{0} e^{i \omega t} \tag{6.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\mu[\omega]=\frac{1}{m} \frac{1}{i \omega+\gamma} \tag{6.3}
\end{equation*}
$$

which is the mobility, or more generally the admittance, of the Brownian system. In many cases, the admittance is not so simple but can be a more complex function of $\omega$. Thus it should be generalized to

$$
\begin{equation*}
\mu[\omega]=\frac{1}{m} \frac{1}{i \omega+\gamma(\omega)} \tag{6.4}
\end{equation*}
$$

with a frequency-dependent friction. Such examples are found in many mechanical as well as electrical systems, e.g., for a Brownian particle, if its mass is no longer much larger than that of a bath molecule, the condition (2.2) will not hold and the assumption $B$ has to be discarded. This leads to a retarded friction, or a friction with a memory effect, in the Langevin equation. Thus we write

$$
\begin{equation*}
m \dot{u}=-m \int_{-\infty}^{t} \gamma\left(t-t^{\prime}\right) u\left(t^{\prime}\right) d t^{\prime}+R_{\infty}(t)+K(t) \tag{6.5}
\end{equation*}
$$

instead of Eq . (6.1). The average response<u(t)> to a periodic $K$ is of the form Eq. (6.2), with $\mu[\omega]$ given by Eq. (6.4) in which the friction $\gamma[\omega]$ is defined as the Fourier-Laplace transform of the retarded friction kernel, i.e.

$$
\begin{equation*}
\gamma[\omega]=\int_{0}^{\infty} \gamma(t) e^{-i \omega t} d t \tag{6.6}
\end{equation*}
$$

Being a friction in the Brownian motion, $\gamma[\omega]$ may be assumed to satisfy the following conditions [6];

```
i) \(\operatorname{Re} \gamma[\omega]>0\)
ii) \(\lim |r[\omega]|=\) finite \(<\infty\) \(\omega \rightarrow \infty\)
```

We consider the Brownian motion in the absence of the external
field ( $K=0$ ). If it is aged in a bath at an equilibrium temperature T, it should obey the fluctuation-dissipation theorem (F-D theorem), which can be expressed in the following two forms
(i) $\mu[\omega]=\frac{1}{k T} \int_{0}^{\infty} d t\left\langle u\left(t_{0}\right) u\left(t_{0}+t\right)\right\rangle e^{-i \omega t}$
(ii) $\gamma[\omega]=\frac{7}{m \pi} \int_{0}^{\infty} d t\left\langle R_{\infty}\left(t_{0}\right) R_{\infty}\left(t_{0}+t\right)\right\rangle e^{-i \omega t}$

These may be called the first and the second F-D theorems. Since Eq. (6.5) (with $K=0$ ) is linear, Rice's method can be used to obtain the power spectrum of $u$ as

$$
\begin{equation*}
I_{u}(\boldsymbol{\omega})=\frac{1}{m^{2}} \frac{I_{R}(\boldsymbol{\omega})}{|i \boldsymbol{\omega}+\gamma(\boldsymbol{\omega})|^{2}} \tag{6.11}
\end{equation*}
$$

The relation (6.10) gives

$$
\begin{equation*}
I_{R}(\boldsymbol{\omega})=\frac{m k T}{\pi} \operatorname{Re\gamma }(\boldsymbol{\omega}) \tag{6.12}
\end{equation*}
$$

by the Wiener-Khintchin Theorem, which gives in turn

$$
\begin{align*}
\left\langle u\left(t_{0}\right) u\left(t_{0}+t\right)\right\rangle & =\frac{k T}{2 \pi m} \int_{-\infty}^{+\infty}\left(\frac{1}{i \omega+\gamma(\omega)}+\frac{1}{-i \omega+\gamma^{*}(\omega)}\right) e^{i \omega t} d \omega \\
& =\frac{k T}{2 \pi m} \int_{-\infty}^{+\infty} \frac{e^{i \omega t}}{i \omega+\gamma(\omega)} d \omega \tag{6.13}
\end{align*}
$$

As the function (-i $\left.\omega+\gamma^{*}(\omega)\right)^{-1}$ does not have any pole in the upper half plane of complex $\omega$ because of the condition (6.7) so that the integral reduces to the latter expression. In particular, this is evaluated for $t=0^{+}$by the residue around $\boldsymbol{\omega}=\boldsymbol{\infty}$ with the use of (6.8) as

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}}\left\langle u\left(t_{0}\right) u\left(t_{0}+t\right)\right\rangle=\left\langle u^{2}\right\rangle=k T / m \tag{6.14}
\end{equation*}
$$

which is the equipartition law. If $R(t)$ is assumed to be Gaussian, this assures the equilibrium Maxwellian distribution of $u$. Equation (6.13) means also the relation (6.9) for the response to an external force.

Thus we see that the Langevin equation (6.5) with the condition (6.7) and (6.8) does properly represent a generalized Brownian motion of a light particle as long as non-linear effects are still disregarded.

Equation (6.13) implies that this may as well be represented by

$$
\begin{equation*}
\operatorname{miu}(t)=-m \int_{t_{0}}^{t} \gamma\left(t-t^{\prime}\right) u\left(t^{\prime}\right) d t^{\prime}+R(t) \quad, \quad t>t_{0} \tag{6.15}
\end{equation*}
$$

for $K=0$. The process $u(t)$ is stationary in the sense that the initial time $t_{0}$ is chosen arbitrarily. The random force $R(t)$ is not quite the same as $R(t)$ in Eq. (6.5) but should satisfy the conditions

$$
\begin{equation*}
\left.\left\langle u\left(t_{0}\right) R(t)\right\rangle=0 \quad t\right\rangle t_{0} \tag{6.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle R\left(t_{0}\right) R\left(t_{0}+t\right)\right\rangle=\left\langle R\left(t_{1}\right) R\left(t_{1}+t\right)\right\rangle=m k T \gamma(t) \tag{6.17}
\end{equation*}
$$

With Eq. (6.16), we obtain from Eq. (6.15)

$$
\left\langle u\left(t_{0}\right) \dot{u}\left(t_{0}+t\right)\right\rangle=-\int_{0}^{t} \gamma\left(t-t^{\prime}\right)\left\langle u\left(t_{0}\right) u\left(t_{0}+t^{\prime}\right)\right\rangle d t^{\prime}
$$

which is Laplace-transformed to result in

$$
\begin{equation*}
\int_{0}^{\infty}\left\langle u\left(t_{0}\right) u\left(t_{0}+t\right)\right\rangle e^{-i \omega t} d t=\frac{\left\langle u^{2}\right\rangle}{i \omega+\gamma[\omega]} \tag{6.18}
\end{equation*}
$$

or equivalently in Eq. (6.13). The correlation function of R , (6.17) is calculated from Eq. (6.15) using (6.16) and (6.18).

The first $F-D$ theorem reduces to the Einstein relation (4.11) for the classical Brownian motion at zero-frequency (Eqs. (3.3), (3.4) and (6.3)). The second F-D theorem corresponds to the Nyquist theorem of thermal noise and generalizes the relation (3.5). The linear response theory provides us with a general proof of the $\mathrm{F}-\mathrm{D}$ theorem from a statistical-mechanical viewpoint. The diffusion constant $D$ can be defined by

$$
\begin{align*}
D & =\lim _{\tau \rightarrow \infty}\left\langle(x(t)-x(0))^{2}\right\rangle / 2 t \\
& =\lim _{1} \frac{1}{2 t} \int_{0}^{t} d t_{1} \int_{0}^{t} d t_{2}\left\langle u\left(t_{1}\right) u\left(t_{2}\right)\right\rangle \\
& =\int_{0}^{\infty}\left\langle u\left(t_{0}\right) u\left(t_{0}+t\right)\right\rangle d t \tag{6.19}
\end{align*}
$$

With Eqs. (3.3) and (3.4) this gives the Einstein relation (4.11) or

$$
\begin{equation*}
D=\mu \mathrm{kT} \tag{6.20}
\end{equation*}
$$

for a classical Brownian particle. Thus the first $F-D$ theorem is regarded as a generalization of the Einstein relation. The second F-D theorem corresponds to the Nyquist theorem and generalizes the relation (3.5).

The linear response theory [ll, 12] proves the first F-D theorem on the basis of statistical mechanics and gives the second F-D theorem as a collorary. In this sense the generalized Langevin equation (6.5) can be regarded as a stochastic representation of the linear response theory. To this point we shall come back later to discuss the problem from a damping-theoretical point of view as developed by Mori. We emphasize here that the white noise assumption $B$ in the classical theory is thus necessarily related to a friction without retardation. It is thus logical to regard it as a limit $\tau_{\mathrm{c}} \rightarrow 0$ such as that in Eq. (2.5).

The above treatment can be generalized to Brownian motions with more than one variable. A generalized Langevin equation may be written in the form

$$
\begin{equation*}
\dot{X}(t)=i \Omega X-\int_{t_{0}}^{t} \Gamma\left(t-t^{\prime}\right) x\left(t^{\prime}\right) d t^{\prime}+R(t), t>t_{0} \tag{6.21}
\end{equation*}
$$

where $X$, is a column vector with components $X_{1}, \ldots X_{n}, \Omega$ a constant retardation and $R$ is the random force. If an external force is present, this should be added on the r.h.s.. If the system is quantal rather than classical, the definition of correlation functions should be generalized to the canonical correlations [5,10], which are defined, for example,

$$
\begin{equation*}
\left\langle A\left(t_{1}\right) ; B\left(t_{2}\right)\right\rangle=\frac{1}{\beta} \int_{0}^{1} d \lambda \operatorname{Tr} \rho_{e} e^{\lambda H} A\left(t_{1}\right) e^{-\lambda / H} B\left(t_{2}\right) \tag{6.22}
\end{equation*}
$$

where

$$
\rho_{\mathrm{e}}=\mathrm{e}^{-\beta H} / T T e^{-\beta H}
$$

is the equilibrium canonical density matrix with the Hamiltonian $\boldsymbol{k}$ at
a temperature $T=1 / \mathrm{k} \beta$ and $A(t)$ and $B(t)$ are the Heisenberg operators corresponding to the relevant quantities A and B. The canonical correlations have the proper symmetry and positive definiteness. For the vectors $X$ and $R$ in Eq. (6.21) the corresponding row vectors $\tilde{X}$ and $\widetilde{R}$ are defined and the variables are normalized for convenience as

$$
\left\langle X_{j}(t) ; X_{k}(t)\right\rangle=\delta_{j k}
$$

or

$$
\begin{equation*}
\langle X(t) ; \widetilde{X}(t)\rangle=\mathbb{1} \tag{6.23}
\end{equation*}
$$

and

$$
\begin{equation*}
i \Omega=\langle\dot{X}(t) ; \tilde{X}(t)\rangle=-\langle X(t) ; \dot{\tilde{X}}(t)\rangle \tag{6.24}
\end{equation*}
$$

The random force is assumed to satisfy the conditions

$$
\begin{equation*}
\left.\langle R(t)\rangle=0 \text { and }\left\langle R(t) ; \widetilde{X}\left(t_{0}\right)\right\rangle=0 \quad(t\rangle t_{0}\right) \tag{6.25}
\end{equation*}
$$

The F-D theorems are now written as

$$
\begin{align*}
&\langle X(t)\rangle=\operatorname{Re} \Lambda\left[\omega \overline{K_{0}} e^{i \omega t}\right. \\
& \Lambda(\omega)=\int_{0}^{\infty}\left\langle X\left(t_{0}+t\right) ; \tilde{X}\left(t_{0}\right)\right\rangle e^{-i \omega t} d t  \tag{6.26}\\
&=\frac{I}{i(\omega-\Omega)+\Gamma(\omega)}  \tag{6.27}\\
& \Gamma(\omega)=\int_{0}^{\infty} \Gamma(t) e^{-i \omega t} d t=\int_{0}^{\infty}\left\langle R\left(t_{0}+t\right) ; \tilde{R}\left(t_{0}\right)\right\rangle e^{-i \omega t} d t \tag{6.28}
\end{align*}
$$

The simplest example is the Brownian motion of a harmonic oscillator for which $X$ is composed of the coordinate $x$ and the momentum p. A more complex example is a linearized Boltzmann equation for the one-particle distribution function $f_{1}(p, x)$ generalized to the form

$$
\begin{equation*}
\frac{\partial}{\partial t} f_{1}(p, x, t)=i \mathscr{L}_{0} f_{1}-\int^{t} \Gamma\left(p x t \mid p^{\prime} x^{\prime} t^{\prime}\right) f_{1}\left(p^{\prime}, x^{\prime}, t^{\prime}\right) d t^{\prime}+R \tag{6.29}
\end{equation*}
$$

where $i \int_{0} f_{1}$ is the drift term and $-\Gamma$ is the linearized collision operator. The noise $R$ is regarded as the source of fluctuation of $f_{1}$ around its average and should be related to the collision operator - $\Gamma$ if Eq . (6.29) describes a system near thermal equilibrium.

The generalized Langevin equation (6.21) or (6.15) is sometimes called the Mori formalism [13] , which derives this form from the basic Liouville equation by a damping-theoretical (projection operator) method, We shall come back to this later.

It should also be noted, that the generalized Langevin equation discussed here does not necessarily assume a Gaussian property of the random force. It is considered as a representation of fluctuations near thermal equilibrium and it correctly describes the correlation functions. More information is obtained only when the stochastic nature of the random force is defined precisely: This means at the same time that the Langevin equation has a great generality.

## VII. FORCE CORRETATIONS [5]

In Eq. (6.5) or (6.15) the force from bath molecules is divided into the systematic and the random part. The correlation function of the total force

$$
\begin{equation*}
F=m u \tag{7.1}
\end{equation*}
$$

is easily found from (6.18). In its Fourier-Laplace transform it is given by

$$
\begin{equation*}
\frac{1}{m^{2}\left\langle u^{2}\right\rangle} \int_{0}^{\infty}\left\langle F\left(t_{0}+t\right) F\left(t_{0}\right)\right\rangle e^{-i \omega t} d t \equiv \gamma_{t}[\omega]=\frac{i \omega \gamma[\omega]}{i \omega+\gamma[\omega]} \tag{7.2}
\end{equation*}
$$

which is written as

$$
\gamma[\omega]=\frac{i \omega \gamma_{t}[\omega]}{i \omega-\gamma_{t}[\omega]} \text {, or } \frac{1}{\gamma_{t}[\omega]}-\frac{1}{\gamma[\omega]}=\frac{1}{i \omega} \text { (7.3) }
$$

Correspondingly, if we write Eq. (6.21) as

$$
\begin{equation*}
\dot{X}(t)=i \Omega X+F(t) \tag{7.4}
\end{equation*}
$$

Eq. (7.2) is generalized to

$$
\begin{equation*}
\int_{0}^{\infty}\left\langle F\left(t_{0}+t\right) ; \tilde{F}\left(t_{0}\right)\right\rangle e^{-i \omega t} d t \equiv \Gamma_{t}(\omega)=\Gamma \frac{1}{i(\omega-\Omega)+\Gamma} i(\omega-\Omega) \tag{7.5}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\Gamma_{t}[\omega]=i(\omega-\Omega) \frac{1}{i(\omega-\Omega)+\Gamma(\omega)} \Gamma(\omega) \tag{7.6}
\end{equation*}
$$

and Eq. (7.3) to

$$
\begin{equation*}
\frac{1}{\Gamma_{t}[\omega]}=\frac{1}{\Gamma[\omega]}+\frac{1}{i(\omega-\Omega)} \tag{7.7}
\end{equation*}
$$

Equation (7.2) means $\gamma_{t}[0]=0$ or

$$
\begin{equation*}
\int_{0}^{\infty}\left\langle F\left(t_{0}+t\right) ; F\left(t_{0}\right)\right\rangle d t=0 \tag{7.8}
\end{equation*}
$$

namely that the time integral of the total force over an infinite time interval should identically vanish, in contrast to

$$
\begin{equation*}
\int_{0}^{\infty}\left\langle R\left(t_{0}+t\right) ; R\left(t_{0}\right)\right\rangle d t=m k T \gamma[0] \neq 0 \tag{7.9}
\end{equation*}
$$

More generally, if the system has proper frequencies, the power spectrum of the force $F$ vanishes at these frequencies as is seen by Eq. (7.5). For the example of a harmonic oscillator, Eq. (7.5) reduces to

$$
\begin{equation*}
\frac{1}{m \mathrm{k} T} \int_{0}^{\infty}\left\langle F\left(t_{0}+t\right) F\left(t_{0}\right)\right\rangle e^{-i \omega t} d t=\frac{\left(\omega_{0}^{2}-\omega^{2}\right) \gamma[\omega]}{\omega_{0}^{2}-\omega^{2}+i \omega \gamma[\omega]} \tag{7.10}
\end{equation*}
$$

Another simple example may be instructive in order to see the difference of $F(t)$ and $R(t)$. A light Brownian particle is supposed to experience elastic collisions with very heavy scatterers, randomly distributed in space. A simple model of this random motion is usually described by the transport equation,

$$
\frac{\partial}{\partial t} f(u, t)=-\frac{1}{\tau} f(u, t)+\frac{1}{\tau} \int \Phi\left(u^{\prime}, u\right) f\left(u^{\prime}, t\right) d u^{\prime}
$$

(7.11)
for the velocity distribution function $f(u, t)$. The second term on the r.h.s. represents transitions in the velocity, $\Phi$ being the scatering probabilities at each collision. The velocity correlation function is easily calculated for this model to yield

$$
\begin{equation*}
\left\langle u\left(t_{0}+t\right) u\left(t_{0}\right)\right\rangle=\frac{\left\langle u_{x}^{2}\right\rangle}{i \omega+\gamma} \mathbb{1} \tag{7.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=\frac{1}{\tau}(1-\alpha), \quad \alpha=\overline{\cos \theta} \tag{7.13}
\end{equation*}
$$

$\theta$ being the deflection angle in each collision. In this model the duration time $\boldsymbol{\tau}_{c}$ of collision is assumed to be infinitesimally short in comparison with the mean free time, so that the random force $R(t)$ is a sequence of irregular pulses forming a white noise, but generally non-Gaussian. The real force $F$ is also such a sequence of pulses, which however are correlated. If $\mathbb{P}_{0}, \mathbb{P}_{1}, \mathbb{P}_{2} \ldots \ldots$ is a sequence of the momentum values,

$$
\int_{t_{j}-0}^{t_{j}+0} \mathbb{F}(t) d t=\mathbb{P}_{j}-\mathbb{P}_{j-1} \equiv \Delta \mathbb{P}_{j}
$$

is the impulse given by the $j$-th collision occuring at time ${ }^{j}{ }_{j}$. Then we have

$$
\begin{equation*}
\mathbb{F}_{t}[\omega] \equiv \int_{0}^{t} \mathbb{F}\left(t^{\prime}\right) e^{-i \omega t^{\prime}} d t^{\prime}=e^{-i \omega t \lambda} \Delta \mathbb{P}_{1}+\cdots+e^{-i \omega t_{n_{n}} \mathbb{P}_{n}} \tag{7.14}
\end{equation*}
$$

if n collisions take place in the time interval ( $0, \mathrm{t}$ ). The correlation function of $\mathbb{F}(t)$ can be obtained from the formula,

$$
\int_{0}^{\infty}\left\langle\mathbb{F}_{t}[\omega] \mathbb{F}_{t}[-\omega]\right\rangle e^{-s t} d t
$$

$$
\begin{equation*}
=\frac{1}{s^{2}} \int_{0}^{\infty} e^{-s t}\left\{e^{-i \omega t}\left\langle\mathbb{F}\left(t_{0}+t\right) \mathbb{F}\left(t_{0}\right)\right\rangle+e^{i \omega t}\left\langle\mathbb{F}\left(t_{0}\right) \mathbb{F}\left(t_{0}+t\right)\right\rangle\right\} \tag{7.15}
\end{equation*}
$$

The successive impulses are in fact correlated as one finds by

$$
\begin{align*}
&\left\langle\Delta \mathbb{P}_{1}^{2}\right\rangle=\left\langle\left(\mathbb{P}_{1}-\mathbb{P}_{0}\right)^{2}\right\rangle=2\langle\mathbb{P} \boldsymbol{P}\rangle(1-\alpha) \\
&\left\langle\Delta \mathbb{P}_{j} \Delta \boldsymbol{P}_{1}\right\rangle=\left\langle\left(\mathbb{P}_{j}-\boldsymbol{P}_{j-1}\right)\left(\mathbb{P}_{1}-\mathbb{P}_{0}\right)\right\rangle \\
&=-\langle\mathbb{P} \mathbb{P}\rangle \alpha^{j-2}(1-\alpha)^{2}, \quad j \geqslant 2 \tag{7.16}
\end{align*}
$$

so that one gets

$$
\begin{equation*}
\int_{0}^{\infty}\left\langle\mathbb{F}\left(t_{0}+t\right) \mathbb{F}\left(t_{0}\right)\right\rangle e^{-i \omega t} d t=\langle\mathbb{P} \mathbb{P}\rangle \frac{i \omega \gamma}{i \omega+\gamma} \tag{7.17}
\end{equation*}
$$

corresponding to

$$
\begin{equation*}
\left\langle\mathbb{F}\left(t_{0}+t\right) \mathbb{F}\left(t_{0}\right)\right\rangle=\gamma\langle\mathbb{P} \mathbb{P}\rangle\left\{2 \delta(t)-\gamma e^{-\gamma|t|}\right\} \tag{7.18}
\end{equation*}
$$

whereas

$$
\begin{equation*}
\left\langle\mathbb{R}\left(t_{0}+t\right) \mathbb{R}\left(t_{0}\right)\right\rangle=2 \gamma\langle\mathbb{P}\rangle \delta \delta(t) \tag{7.19}
\end{equation*}
$$

This shows that the correlation effects a negative tail to cancel out the integration over the initial time interval of the order $\tau_{c}$. In other words the friction formula (7.9) may be approximated by

$$
\begin{equation*}
\gamma \cdot \mathbb{I} \sim \frac{I}{\operatorname{mk} \mathbb{T}} \int_{0}^{\tau^{\prime}}\left\langle\mathbb{F}\left(t_{0}+t\right) \mathbb{F}\left(t_{0}\right)\right\rangle d t \tag{7.20}
\end{equation*}
$$

if a suitable time $\tau^{\prime}\left(\tau_{c}<\boldsymbol{\tau}^{\prime}<\tau\right)$ can be so chosen that the integral attains a plateau. This is the well-known Kirkwood assumption and Eq. (7.20) was his formula for the friction coefficient of a Brownian particle [14]. It should be kept in mind that this approximation essentially means a nearly white noise of the random force and fails badly if a non-white behaviour is dominant.
VIII. SOME EXAMPLES

As an interesting example of the foregoing treatment, we shall consider first of all Brownian fluctuations of the electric polarization of a spherical particle of a metal [15]. It consists of free electrons in the background medium with a dielectric constant $\boldsymbol{\varepsilon}_{0}$. If a uniform electric field $\mathbf{E}_{0}$ with a frequency $\boldsymbol{\omega}$ is applied from outside, which is vacuum, the electric field inside the particle will be

$$
\begin{equation*}
\mathbb{E}=\mathbb{E}_{0}^{\prime}+\mathbb{E}^{\prime} \tag{8.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbb{E}_{0}^{\prime}=\frac{3}{\varepsilon_{0}+2} \mathbb{E}_{0} \tag{8.2}
\end{equation*}
$$

is the applied field modified by the dielectric constant $\varepsilon_{0}$ and

$$
\begin{equation*}
\mathbb{E}^{\prime}=-\frac{4 \pi}{\varepsilon_{0}+2} \mathbb{P} \tag{8.3}
\end{equation*}
$$

is the field produced by electronic charges
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accumulated on the surface, which correspond to a uniform polarization $\mathbb{P}$. The total electric moment of the sphere is

$$
\begin{equation*}
M=\Omega \mathbb{P} \tag{8.4}
\end{equation*}
$$

where $\Omega=4 \pi^{3} / 3$ is the volume of the particle with radius a. The applied field interacts with the particle and the energy of interaction is

$$
\begin{equation*}
H_{e x t}^{\prime}=-M \cdot \mathbb{E}_{0}^{\prime} \tag{8.5}
\end{equation*}
$$

We consider such a uniform polarization in a given direction and its Brownian fluctuation. The current J associated with the polarization is defined by

$$
\begin{equation*}
\dot{M}(t)=J(t) \tag{8.6}
\end{equation*}
$$

The current responding to an external periodic field is written as

$$
\begin{align*}
\langle J(t)\rangle & =\operatorname{Re} \sigma^{e}[\omega] \mathbb{E}_{0}^{\prime} e^{i \omega t} \\
& =\operatorname{Re} \sigma^{e}[\omega] \frac{3}{\varepsilon_{0}+2} \mathbb{E}_{0} e^{i \omega t} \tag{8.7}
\end{align*}
$$

The linear response theory gives the admittance coefficient $\boldsymbol{\sigma}^{\mathrm{e}}[\boldsymbol{w}]$ as

$$
\begin{equation*}
\sigma^{e}[\omega]=\beta \int_{0}^{\infty} d t e^{-i \boldsymbol{\omega} t}\langle J(0) ; J(t)\rangle / \Omega \tag{8.8}
\end{equation*}
$$

where the current correlation function represents the Brownian fluctuation in the absence of external forces.

We observe now that the Brownian current (8.6) consists of two parts, the systematic and the random currents. The former is the current induced by the self-field $E^{\prime}$ caused by the polarization. This may be expressed as

$$
\begin{align*}
J_{s}(t) & =\Omega \int_{0}^{t} \sigma\left(t-t^{\prime}\right) E^{\prime}\left(t^{\prime}\right) d t^{\prime} \\
& =-\int_{0}^{t} \mu \bar{\sigma}\left(t-t^{\prime}\right) M\left(t^{\prime}\right) d t^{\prime} \tag{8.9}
\end{align*}
$$

where $\sigma(t)$ is the retarded kernel of the complex conductivity $\sigma[\omega]$ and $\overline{\boldsymbol{\sigma}}$ is given by

$$
\begin{equation*}
\bar{\sigma}(\omega)=\int_{0}^{\infty} \bar{\sigma}(t) e^{-i \omega t} d t=\frac{\sigma[\omega]}{\varepsilon_{0}+2} \tag{8.10}
\end{equation*}
$$

as is seen from Eqs. (8.3) and (8.4). Equation (8.6) is written as

$$
\begin{equation*}
\dot{M}(t)=J_{S}(t)+J^{\prime}(t) \tag{8.11}
\end{equation*}
$$

and is regarded as the Langevin equation for the Brownian motion. The second $F-D$ theorem (6.10) gives

$$
\begin{equation*}
\frac{4 \pi \sigma(\omega)}{\varepsilon_{0}+2}=\frac{1}{\langle M ; M\rangle} \int_{0}^{\infty}\left\langle J^{\prime}(t) J^{\prime}(0)\right\rangle e^{-i \omega t} d t \tag{8.12}
\end{equation*}
$$

Now remember that the Debye-Kirkwood-Froblich formula [16]for static susceptibility is

$$
\begin{equation*}
\frac{\partial M}{\partial E_{0}^{\prime}}=\beta\langle M ; M\rangle \tag{8.13}
\end{equation*}
$$

(which is the static limit of the first $F-D$ theorem [ll]). If $\mathbf{E}_{0}$ is static, the self-field $\mathbb{E}^{\prime}$ should cancel $\mathbb{E}_{O}^{\prime}$ to make $\mathbb{E}$ equal to zero in Eq. (8.1); that is to say

$$
\beta\langle M ; M\rangle=\frac{\Omega\left(\varepsilon_{0}+2\right)}{4 \pi}
$$

Therefore Eq. (8.12) gives

$$
\begin{equation*}
\sigma[\omega]=\beta \int_{0}^{\infty} d t e^{-i \omega t}\left\langle J^{\prime}(t) ; J^{\prime}(0)\right\rangle / \Omega \tag{8.14}
\end{equation*}
$$

which is the well known conductivity formula. Note that the random current $J^{\prime}(t)$ is not exactiy equal to the actual current in the metal lic particle; the self-field is ignored in the random force driving
the current. The conductivity $\sigma[\omega]$, is the intrinsic conductivity of the metal, whereas $\sigma^{e}[w]$, Eq. (8.8) is extrinsic and vanishes for zero frequency as it should be. These two are related to each other by the general formula Eq. (7.3).

Equation (8.14) can be transformed into

$$
\begin{equation*}
\sigma[\omega]=\frac{\omega_{e}^{2}}{i \omega}-\frac{1}{\omega^{2}} \int_{0}^{\infty} d t e^{-i \omega t}\left\langle\dot{J}^{\prime}(t) ; \dot{J}^{\prime}(0)\right\rangle / \Omega \tag{8.15}
\end{equation*}
$$

by partially integrating twice. Here $\omega_{p}$ is the plasma frequency [17]. This expresses the conductivity in terms of the force correlation (not including the self-field). This formula is particularly useful for computing optical or high-frequency response of conduction electrons because the force comes from electron-phonon, electron-impurity, or boundary scattering and these interactions can be treated by straightforward perturbations.

We can of course treat an infinite system of particles. Assuming that it is spatially uniform, fluctuations and responses are Fourier-analysed. For example, consider the k-component of density $n_{k}(t)$ and write the equation of continuity as

$$
\begin{equation*}
\dot{n}_{k}(t)=-i k j_{k}(t)=-i k j_{k}^{s}(t)-i k j_{k}^{\prime}(t) \tag{8.16}
\end{equation*}
$$

where $\mathbf{j}_{k}$ stands for the total current which is composed of the systematic part and the random part. The systematic current is driven by the self-field produced by the density fluctuations. In order to see what the self-field should be, consider a spring at an elongation $\Delta x$, under an external force $F$, which is balanced with the elastic force, - asx. In the same way, if the density response to an external potential $\phi_{k}^{e}$ is defined by

$$
\begin{equation*}
\left\langle n_{k}(t)\right\rangle=-\operatorname{Re} X[k, \omega] \phi_{k}^{e} e^{i \omega t} \tag{8.17}
\end{equation*}
$$

the self-field $\boldsymbol{\phi}_{k}^{s}$ is defined by

$$
\begin{equation*}
\phi_{\mathrm{k}}^{\mathrm{S}}=\mathrm{n}_{\mathrm{k}} / \mathrm{X}[\mathrm{k}, 0] . \tag{8.18}
\end{equation*}
$$

In the presence of an external potential $\boldsymbol{\phi}_{\mathrm{k}}^{\mathrm{e}}$, the effective local field is the resultant of $\phi_{k}^{e}$ and the averaged self-field; namely

$$
\begin{equation*}
\phi_{\mathrm{k}}^{*}(t)=\phi_{\mathrm{k}}^{\mathrm{e}}(\mathrm{t})+\frac{\left\langle\mathrm{n}_{\mathrm{k}}(t)\right\rangle}{X[\mathrm{k}, 0]}=\phi_{\mathrm{k}}^{e}(t)-\frac{x[\mathrm{k}, \omega]}{x[k, 0]} \phi_{\mathrm{k}}^{\mathrm{e}}(t) \tag{8.19}
\end{equation*}
$$

or

$$
\phi_{\mathrm{k}}^{*}(\mathrm{t})=\frac{1}{\varepsilon[\mathrm{k}, \omega]} \phi_{\mathrm{k}}^{\mathrm{e}}(\mathrm{t})
$$

with the shielding factor $\varepsilon[k, \omega]$ defined by

$$
\begin{equation*}
\frac{1}{\varepsilon[\mathrm{k}, \omega]}=1-\frac{X[\mathrm{k}, \omega]}{X[\mathrm{k}, 0]} \tag{8.20}
\end{equation*}
$$

The current response can be written in two ways, as

$$
\begin{align*}
\left\langle\boldsymbol{j}_{k}(t)\right\rangle & =\operatorname{Re} \mu^{e}[k, \omega] \quad i k \phi_{k}^{e} \\
& =\operatorname{Re} \mu^{*}[k, \omega] \quad i k \phi_{k}^{*} \tag{8.21}
\end{align*}
$$

in terms of the external (extrinsic) mobility $\boldsymbol{\mu}^{e}$ or of the local (intrinsic) mobility $\mu^{*}$. These two mobilities are related to each other by

$$
\begin{equation*}
\mu^{\mathrm{e}}[k, \omega]=\frac{\mu^{*}[k, \omega]}{\varepsilon[\mathrm{k}, \omega]} \tag{8.22}
\end{equation*}
$$

Now we see that the systematic current $j_{k}^{s}$ in $E q$. (8.16) is given by

$$
\begin{equation*}
j_{k}^{s}(t)=\int_{0}^{t} \mu^{*}\left(k, t-t^{\prime}\right) i k \phi_{k}^{s}\left(t^{\prime}\right) d t^{\prime} \tag{8.23}
\end{equation*}
$$

or

$$
\begin{equation*}
-i k j_{k}^{S}(t)=-\int_{0}^{t} \boldsymbol{Y}_{k}\left(t-t^{\prime}\right) n_{k}\left(t^{\prime}\right) d t^{\prime} \tag{8.24}
\end{equation*}
$$

with $\gamma_{k}(t)$ corresponding to the Fourier-Laplace image

$$
\begin{equation*}
\gamma_{k}[\omega]=\frac{\mathbb{k} \mu^{*}[\mathbb{k}, \omega] \mathbb{k}}{X[k, 0]} \tag{8.25}
\end{equation*}
$$

considering Eq. (8.18). Equation (8.16) is a generalized Langevin equation of the same form as Eq. (6.15), provided that $j_{k}^{\prime}$ is in fact random satisfying the condition (6.16). The density correlation function is obtained from this equation giving

$$
\begin{align*}
\Lambda[k, \omega] & =\int_{0}^{\infty} d t e^{-i \omega t}\left\langle n_{k}(t) ; n_{-k}(0)\right\rangle \\
& =\frac{\left\langle n_{k}(0) ; n_{-k}(0)\right\rangle}{i \omega+\gamma_{k}[\omega]}=\frac{\chi[k, 0]}{\beta} \frac{1}{i \omega+\gamma_{k}[\omega]} \tag{8.26}
\end{align*}
$$

The linear response theory gives

$$
\begin{align*}
X[k, \omega] & =\int_{0}^{\infty} d t e^{-i \omega t}\left\langle\left(n_{-k}(0), n_{k}(t)\right)\right\rangle \\
& =X[k, 0]-i \omega \beta \Lambda[k, \omega] \tag{8.27}
\end{align*}
$$

as an $F-D$ theorem, which reduces to

$$
\begin{equation*}
x[k, 0]=\beta\left\langle n_{k}(0) ; n_{-k}(0)\right\rangle \tag{8.28}
\end{equation*}
$$

for the static susceptibility. This last relation is used in Eq. (8.26). In Eq. (8.27) the round bracket means Poisson (quantal or classical) bracket.

The $F-D$ theorems can also be written here as

$$
\begin{equation*}
M^{e}[k, \omega]=\beta \int_{0}^{\infty} \alpha t e^{-i \omega t}\left\langle j_{k}(t) ; \dot{j}_{-k}(0)\right\rangle \tag{8.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu^{*}[k, \omega]=\beta \int_{0}^{\infty} d t e^{-i \omega t}\left\langle\dot{d}_{k}^{\prime}(t) ; \dot{j}_{-k}^{\prime}(0)\right\rangle \tag{8.30}
\end{equation*}
$$

The continuity equation (8.16) means that

$$
\begin{equation*}
i \omega X[k, \omega]-\mathbb{k} \mu^{e}[k, \omega] k=0 \tag{8.31}
\end{equation*}
$$

Equation (7.2) is now written as

$$
\begin{equation*}
\mu^{e}[k, \omega]=\frac{\mu^{*}[k, \omega]}{1+\frac{\mu^{*}[k, \omega] k}{i \omega \chi[k, 0]}} \tag{8.32}
\end{equation*}
$$

which is inverted into

$$
\begin{equation*}
M^{*}[k, \omega]=\frac{\mu^{e}[k, \omega]}{1-\frac{k \mu^{e}[k, \omega] \mathbb{k}}{i \omega \chi[k, 0]}} \tag{8.33}
\end{equation*}
$$

The last equation is identical with (8.22) by the relation (8.31). Equations (8.32) and (8.33) obviously correspond to Eqs. (7.2) and (7.3). With the use of Eqs. (8.31) and (8.32), the shielding factor $\varepsilon[k, \omega]$ is expressed as

$$
\begin{equation*}
\varepsilon[k, \omega]=1+\frac{\gamma_{k}[\omega]}{i \omega}=1+\frac{k \mu^{*}[k, \omega] \mathbb{k}}{\omega X[k, 0]} \tag{8.34}
\end{equation*}
$$

This is a useful formula, because the local mobility $\mu^{*}$ may be approximated in some simple way.

If the system consists of a single species of particles and no force field is acting to prevent the conservation of total linear momentum, the local mobility $\mu^{*}$ in Eq. (8.21) has a pole of first order in $\omega$. The corresponding pole of $\Lambda[k, \omega], E q$. (8.26), gives the dispersion relation of the longitudinal sound wave. On the other hand, if the momentum conservation law does not hold, $\mu^{*}$ remains finite at $\boldsymbol{\omega}=0$. Then the pole of $\Lambda[k, \omega]$ gives the diffusive mode. The generalized diffusion coefficient may be defined by

$$
\begin{equation*}
D[k, \omega]=\mathcal{\mu}^{*}[k, \omega] / X[k, 0] \tag{8.35}
\end{equation*}
$$

where the static density susceptibility $\mathbb{X}[k, 0]$ satisfies the thermodynamic relation

$$
\begin{equation*}
\lim _{k \rightarrow 0} x[k, 0]=\left(\frac{\partial n}{\partial \zeta}\right)_{T}=n^{2} k \tag{8.36}
\end{equation*}
$$

where $\zeta$ is the chemical potential and $K$ the isothermal compressibility. Equation (8.34) together with (8.35) is a generalization of the Einstein relation. Equation (8.18) means that the self-field for small k's can be identified with the change of the chemical potential induced by density variation.

For charged particles, the self-field is mainly due to coulomb interactions. For small wave numbers, $\boldsymbol{X}[k, 0]^{-1}$ is dominated by

$$
\begin{equation*}
x[k, 0]^{-1} \sim \frac{4 \pi e^{2}}{\varepsilon_{0} k^{2}} \tag{8.37}
\end{equation*}
$$

where $\mathcal{\varepsilon}_{0}$ is the dielectric constant of the background medium for the charged particles. If only this is retained, the shielding factor $\varepsilon$ is the dielectric constant. Equation (8.20) shows that $l / \varepsilon$ can be expressed directly in terms of the density response function (8.27). This formula was given by Nozierés and Pines [18]. By Eqs. (8.31) and (8.29), the density response functions can be replaced by the current correlation function (8.29), and also can be expressed, by Eq (8.32) in terms of the correlation function of the random current Eq. (8.30). The commonly used RPA (random phase approximation) simply replaces this by the current correlation of non-interacting particles. Then one can easily calculate the static correlations, $\left\langle n_{k} n_{-k}\right\rangle$ by inverting the expression (8.26) and the free energy of the interacting particles using the equation

$$
\begin{equation*}
2 \frac{\partial}{\partial v_{k}} \frac{F}{L^{3}}=\left\langle n_{-k}^{\left.n_{k}\right\rangle}=\frac{1}{\pi} \int_{-\infty}^{\infty} d \omega \frac{n x[k, 0]}{1-e^{-\beta h \omega}} \operatorname{Im} \frac{1}{\varepsilon[k, \omega]}\right. \tag{8.38}
\end{equation*}
$$

where $\mathrm{v}_{\mathrm{k}}$ is the $k$-th Fourier component of the two-particle interaction potential. For the jelly-model of electrons this approximation gives the well-known high density approximation first obtained by Gellman and Brueckner. Similar procedure is possible for other
systems, for example, for magnetic systems, and leads to the RPA results There are a number of such examples, although they are often expressed in somewhat different contexts. As an interesting example somewhat beyond the usual RPA level of approximation, a recent work of Moriya and Kawabata [19] may be worth noting; they treat the problem of spin fluctuations and the itinerant electron ferromagnetism.
IX. SOME COMMENTS

Before leaving the subject of retarded frictions, a few points may be commented rather briefly.
i) If a system is described as a Markoffian process by a set of stochastic variables, the whole set is said to be complete. If we concentrate our attention only on a subset of the variables, the process is no longer Markoffian. Such a projection usually recovers the Markoffian property by coarse-graining of time scale. This we have seen for the example of a Brownian motion (section IV). It should be noted, however, that this recovery is not always realizable. In some cases, a non-Markoffian nature persists in long time scales. Somewhat ironically, a realistic Brownian particle should exhibit this singular behaviour. More delicate and complex examples are fluctuations of order parameters in the very neighbourhood of a second order phase transition. The latter problem is very interesting but is beyond the scope of this lecture.

In the classical theory of Brownian motion, the friction is usually assumed to be the Stokes resistance; namely

$$
\mathrm{m} \mathrm{\gamma u}=5 \pi a \eta u \approx \zeta^{u}
$$

where a is the radius of the Brownian particle and $\eta$ is the viscosity of the fluid. This is not quite right, because for a non-steady motion one should apply the Boussinesq equation

$$
\begin{equation*}
F(t)=-\zeta u(t)-\frac{1}{2} m_{0} \dot{u}(t)-\alpha \pi^{-\frac{1}{2}} \int_{0}^{\frac{1}{4}} d t^{\prime}\left(t-t^{\prime}\right)-\frac{1}{2} \dot{u}\left(t^{\prime}\right) \tag{9.2}
\end{equation*}
$$

for the systematic force assuming the fluid incompressible and the stick condition at the particle-fluid boundary. Fere $m_{0}=4 \pi a^{3} \mathrm{P}_{0} / 3$ is the mass of the fluid displaced by the spherical particle and


Equation (9.2) shows that the retarded friction kernel (6.6) is

$$
\begin{equation*}
m \gamma[\omega]=\zeta+\alpha(i \omega)+\frac{1}{2} m_{0} i \omega \tag{9.3}
\end{equation*}
$$

and that the auto-correlation function (6.13) behaves as

$$
\left\langle u\left(t_{0}\right) u\left(t_{0}+t\right)\right\rangle \simeq \frac{2}{3} \frac{k T}{\rho_{0}}(4 \pi \boldsymbol{v}|t|)^{-3 / 2}
$$

As was pointed out by Lorentz a long time ago, the ideal Brownian motion theory is justified only with the assumption that the density inside the particle is far larger than that of the surrounding fluid (which is a more strict statement than that the Brownian particle is heavy). This is not at all surprising but has attracted much attention rather recently since the computer experiment by Alder and Wainright [20] showed this explicitly. The F-D theorem [11] implies that the auto-correlation function of the velocity is equal to the average velocity of the Brownian particle after a time $t$ if a unit impulse was exercised on it at $t=0$. The imparted momentum diffuses among the fluid molecules within a volume proportional to $t^{3 / 2}$ giving the particle an average momentum of the order of $t^{-3 / 2}$.

In this problem, the set of stochastic variables can be completed, besides those of the Brownian particle, by adding the velocity field $\mathrm{v}(\mathrm{r}, \mathrm{t})$ of the fluid. The noise source is present in the fluid as a random stress tensor, which is assumed to be white-noise both in spatial and temporal Fourier components and to assure the basic Markoffian property of the whole process. The projection onto the Brownian particle results in Eq.(9.4). The Boussinesq friction is simply derived from the linearized hydrodynamic equation, but it should be related to the random force $R(t)$ on the particle by the $F$ - $D$ theorem. An explicit proof of this has recently been given by Hauge and MartinLöf [21].
ii) The electrical conductivity $\sigma[\omega]$ is given in terms of a current correlation function. As we have seen already the consideration
of coulomb interaction presents a problem. In Eqs. (8.14) and (8.30), coulomb interactions as the self-field should be eliminated. In fact, most practical calculations are carried in that way; usually, electric carriers, say electrons, are assumed to be scattered by phonons or imperfections. There still remains a difficult problem of renormalization or dressing of particles and interactions, which has been a challenge to a great number of many-body theorists in the past years. I shall not go into this problem but will comment on a point which seems to have caused some confusion.

For a system of conduction electrons, Eq.(8.14) may be written as

$$
\begin{equation*}
\sigma[\omega]=\beta \frac{\langle J ; J\rangle / \Omega}{i \omega+\gamma[\omega]}=\frac{e^{2} n}{m} \frac{1}{i \omega+\gamma[\omega]} \tag{9.5}
\end{equation*}
$$

Here $J / \Omega$ is the electronic current density, for which the generalized equipartition law holds irrespective of interactions and statistics

$$
\langle J ; J\rangle=\frac{e^{2} n_{k T}}{m} \cdot \Omega
$$

corresponding to the conductivity sum~rule

$$
\begin{equation*}
\int_{-\infty}^{\infty} \sigma[\omega] d \omega=\frac{n e^{2}}{m} . \tag{9.7}
\end{equation*}
$$

Equation (9.5) gives

$$
\begin{equation*}
p[\omega]=\frac{m}{e^{2} n}(i \omega+\gamma[\omega]) \tag{9.8}
\end{equation*}
$$

and in particular

$$
\begin{equation*}
\rho[0]=\frac{m}{e^{2} n} \gamma[0]=\frac{1}{e^{2} n k T} \int_{0}^{\infty}\langle R(t) ; R(0)\rangle d t \tag{9.9}
\end{equation*}
$$

where

$$
R(t)=j^{\prime}(t)
$$

(9.10)

is the random force acting on the electrons. Equation (9.9) is often interpreted as a direct expression of the zero-frequency resistance in terms of force correlation [22]. It is useful, but seems to have been sometimes misunderstood. It is exact as long as the random force is properly defined. In the literature the random force is often confused with the total force $F$; namely sometimes it is taken as

$$
\begin{equation*}
R(t) \sim F(t)=\dot{J}(t)=\frac{1}{i h}\left[J(t), k \|=\frac{1}{\text { ih }}\left[J(t), \mathbb{N}^{\wedge}(t)\right]\right. \tag{9.11}
\end{equation*}
$$

where $N$ is the total hamiltonian and $N^{\prime}$ is the perturbation noncommutable with the current. When this is done, Eq.(9.9) is no longer exact although it can be a useful approximation if another dishonesty is committed at the same time. This we have seen already in section VII for the example of Kirkwood's equation for resistance (7.20). In many cases, one does not even care whether the plateau of the time integral really exists, but one carries out the integration over infinite times obtaining a useful, realistic answer. The trick is the use of lower order perturbational calculation, say the Born-approximation, which does not give the correct time-dependence of the correlation function. The effectiveness of this approximation further depends on another condition, that is a narrow spectrum of relaxation frequencies. For example, consider non-degenerate electrons in a semiconductor scattered by static impurities. For a group of electrons with an infinitesimal spread of energy, $\gamma[0]$ yields, with the prescription described in the above, a reasonable approximation for the relaxation frequency, or the inverse relaxation time. The conductivity is determined by the averaged relaxation time, whereas the approximation, Eq. (9.9), corresponds to an average of relaxation frequencies unless the electrons are grouped for different energies, and so it can be a bad approximation. On the other hand, the method can be much better if the electrons are degenerate. In fact it is a simple calculation leading to the Grueneisen formula for a metal [23], because
the dispersion of relaxation times is rather small. The approximation is essentially equivalent to calculating the average relaxation frequencies from a Boltzmann-Bloch equation, or to using a variational solution of this equation, in which the collision kernel is obtained by a Born-approximation of electron-phonon scattering processes. The same approximation is often useful in the calculation of the effects of configurational disorder: say random spins or random distribution of atoms or impurities [24]. But it should be kept in mind that such a calculation remains an approximation, that can be good only when certain conditions are satisfied.
iii) The random force in the Langevin equation , eq. (6.15), can also be regarded as a random process driven by a noise source lying at a more microscopic level. Its Langevin equation may be written as (denoting now $R$ as $R_{1}$ )

$$
\begin{equation*}
\dot{R}_{1}(t)=-\int_{t_{0}}^{t} d t^{\prime} \gamma_{2}\left(t-t^{\prime}\right) R_{1}\left(t^{\prime}\right)+R_{2}(t), t>t_{0} \tag{9.12}
\end{equation*}
$$

with the same conditions for the new random force $R_{2}(t)$, namely,

$$
\left.\left\langle R_{2}(t)\right\rangle=0, \quad\left\langle R_{1}\left(t_{0}\right) R_{2}(t)\right\rangle=0, t\right\rangle t_{0}
$$

Then the correlation function of $R_{1}(t)$ is given in the form

$$
\begin{equation*}
\int_{0}^{\infty} d t e^{-i \omega t}\left\langle R_{1}\left(t t_{0}+t\right) R_{1}\left(t_{0}\right)\right\rangle=\frac{\left\langle R_{1}^{2}\right\rangle}{i \omega+\gamma_{2}[\omega]} \tag{9.13}
\end{equation*}
$$

where $\gamma_{2}[\omega]$ is the Fourier-Laplace image of $\gamma_{2}(t)$. In the same way as for eq. (6.15), the retardation kernel $\gamma_{2}(t)$, or its FourierLaplace image, is related to the random force $R_{2}(t)$ by

$$
\begin{equation*}
\gamma_{2}[\omega]=\frac{1}{\left\langle R_{1}^{2}\right\rangle} \int_{0}^{\infty}\left\langle R_{2}\left(t_{0}+t\right) R_{2}\left(t_{0}\right)\right\rangle e^{-i \omega} t_{d t} \tag{9.14}
\end{equation*}
$$

Thus the admittance $\mu[\omega]$, eq. (6.9), is now written as

$$
\begin{equation*}
\mu[\omega]=\frac{1}{m} \frac{1}{i \omega+\frac{\left\langle R \frac{1}{1}\right\rangle}{m^{2}\left\langle u^{2}\right\rangle} \frac{1}{i \omega+\gamma_{2}[\omega]}} \tag{9.15}
\end{equation*}
$$

Repeating this process again, we have an expression of the form

where $\gamma_{3}[\omega]$ is related to the correlation function of the third order random force $R_{3}(t)$ by

$$
\begin{equation*}
\gamma_{3}[\omega]=\frac{1}{\left\langle R_{2}^{2}\right\rangle} \int_{0}^{\infty}\left\langle R_{3}\left(t_{0}+t\right) R_{3}\left(t_{0}\right)\right\rangle e^{-i \omega t} d t \tag{9.17}
\end{equation*}
$$

By repeating the same procedure infinitely many times, we can write the expression (9.16) as a continued fraction, which was first introduced by Mori [25] and was carefully examined by Dupuis [26] . The expression (9.16) has been used often as a theoretical approximation for calculating density response of liquids, spin response of magnetic systems and other things. It has been also used as a method of semi-empirical analysis of experimental data of such responses obtained by various kinds of spectroscopic experiments including inelastic scattering of neutrons. The parameters $\Delta_{1}, \Delta_{2}$, etc., are related to the moments of the spectrum, or the time-derivatives of the corresponding response function (or the correlation function), evaluated at time $t=0[2,5,11]$; for example,

$$
\begin{align*}
& \Delta_{1}^{2}=m_{2} \quad \Delta_{2}^{2}=\left[m_{4}-\left(m_{2}\right)^{2}\right] / m_{2} \\
& \Delta_{3}^{2}=\left[m_{6} m_{2}-\left(m_{4}\right)^{2}\right] /\left[m_{2}\left(m_{4}-m_{2}^{2}\right)\right] \quad \text { etc. } \tag{9.18}
\end{align*}
$$

where the $\mathrm{m}_{2 n}$ 's are even moments of the spectrum and are equilibrium averages of the squares of higher derivatives of the force acting on the mode of our particular interest. Each of the functions $\gamma_{n}[\omega]$ appearing in the continued fraction is a correlation function of the corresponding random force of a certain order, and will satisfy the conditions (6.7)

The simplest use of eq. (9.16) would be to assume $\gamma_{3}[\omega]$ to be a constant, $\Delta_{3}$ over the frequency range of observation. If $\boldsymbol{\omega}$ is scaled by $\Delta_{3}$, the r.h.s. of eq. (9.16) depends only on the parameters

$$
\begin{equation*}
\mathrm{a}=\Delta_{1} / \Delta_{3} \quad \text { and } \quad \mathrm{b}=\Delta_{2} / \Delta_{3} \tag{9.19}
\end{equation*}
$$

besides the scaled frequency $\omega / \Delta_{3}$. Another choice often used is the assumption,

$$
\begin{equation*}
\frac{1}{i \omega+\gamma_{3}[\omega]}=\int_{0}^{\infty} d t e^{-i \omega t-\frac{\Delta_{3}^{2}}{2} t^{2}} \tag{9.20}
\end{equation*}
$$

The essential difference between these two choices is that all the moments are convergent for the second one, whereas the moments higher than the 6-th cease to exist for the first one. Nevertheless, general features of the spectrum are nearly the same for the two choices. Depending on the values of the parameters $a$ and $b$, eq. (9.19), the spectrum shows one, two or three peaks. Figs. 2 and 3 are due to a recent work of Tomita and Makishima. Fig. 2 corresponds to the assumption $\gamma_{3}=$ const and Fig. 3 to the assumption of eq. (9.20), and I, II, and III indicate the domains of the parameters where the spectrum is singly, doubly or triply peaked. The peak around $\boldsymbol{\omega}=0$ is often called the central diffusion peak, and the side peaks are associated with damped oscillatory modes [27].

As the Brownian variables, one could also choose a set of suitable variables and apply eq. (6.21). For many variable cases, the expression (6.27) can be extended to a continued fraction form as a matrix. This will be sometimes more useful and more direct in the sense that we can select, from the beginning, some particular modes of collective motion, which are in many cases related to conserved quantities of the system. On the other hand, a simple continued fraction, of the form (9.16), is expected to work well if the introduction of higher order random forces automatically chooses the relevant modes. It should also be kept in mind, however, that a formal expansion of an admittance function in a continued fraction expression does not necessarily mean that each of the $\gamma_{h}{ }^{[\omega]}$ appear-, ing in the expression is connected with a meaningful physical quantity; it can be only a mathematical convenience.
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## X. DAMPING-THEORETICAL METHOD [28]

As was stressed in the introduction, shifting the level of observation to a more macroscopic level means a reduction in the number of variables throwing away the irrelevant ones. A mathematical formalism for this reduction has been known for a long time as the damping theory. It has been extended greatly in various contexts. In this school we have already heard about some of the ambitious, newer attempts from Prof. Prigogine. Since our phenomenological approach has to be founded on a more microscopic approach, this formalism is very important for our purpose. It is not possible and perhaps unnecessary to discuss this here in great detail, but it seems desirable to sketch some aspects rather briefly.

We consider a Markoffian equation,

$$
\begin{equation*}
\frac{\partial}{\partial t} f\left(q_{1} \ldots q_{n}, t\right)=\Gamma_{f} \tag{10.1}
\end{equation*}
$$

where the variables $\left(q_{1} \ldots q_{n}\right)$ are a complete set and $\Gamma$ is the evolution operator (which can be a Liouville operator i $\mathcal{L}$ ). Let us divide the set into two subsets,

$$
\begin{equation*}
q^{\prime}=\left(q_{1} \cdots q_{m}\right) \quad \text { and } \quad q^{\prime \prime}=\left(q_{m+1} \cdots q_{n}\right) \tag{10.2}
\end{equation*}
$$

and suppose that $q^{\prime \prime}$ is going to be hidden. The projected process consisting of $q^{\prime}$ is described in terms of a projection

$$
\begin{equation*}
g=P_{f} \tag{10.3}
\end{equation*}
$$

where the function $g$ is essentially dependent on the variables $q^{\prime}$. More explicitly, it will be of the form

$$
\begin{equation*}
P_{f}=g\left(q^{\prime}, q^{\prime \prime}, t\right)=\bar{g}\left(q^{\prime}, t\right) \varphi_{0}\left(q^{\prime \prime}\right) \tag{10.4}
\end{equation*}
$$

where $\varphi_{0}\left(q^{\prime \prime}\right)$ is a given function of $q^{\prime \prime}$ independent of $t$. Thus the projection (10.3) will be written as

$$
\begin{equation*}
g=\varphi_{0}\left(q^{\prime \prime}\right) \int \psi_{0}\left(q^{\prime \prime}\right) d q^{\prime \prime} f\left(q^{\prime}, q^{\prime \prime}, t\right) \tag{10.5}
\end{equation*}
$$

where $\psi_{0}\left(q^{\prime \prime}\right)$ is also a given function satisfying the condition

$$
\begin{equation*}
\int \psi_{0}\left(q^{\prime \prime}\right) \varphi_{0}\left(q^{\prime \prime}\right) d q^{\prime \prime}=1 \tag{10.6}
\end{equation*}
$$

From eq. (10.5) we have

$$
\begin{equation*}
\bar{g}\left(q^{\prime}, t\right)=\int \psi_{0}\left(q^{\prime \prime}\right) d q^{\prime \prime} f\left(q^{\prime}, q^{\prime \prime}, t\right) \tag{10.7}
\end{equation*}
$$

and the condition (10.6) guarantees

$$
\begin{equation*}
P^{2}=P \tag{10.8}
\end{equation*}
$$

for this projection procedure.
The evolution equation (10.1) is separated into two equations,

$$
\begin{align*}
& \frac{\partial}{\partial t} P_{f}=P \Gamma P_{f}+P \Gamma Q f  \tag{10.9}\\
& \frac{\partial}{\partial t} Q f=Q \Gamma Q f+Q \Gamma P_{f} \tag{10.10}
\end{align*}
$$

where

$$
\begin{equation*}
Q=1-P \tag{10.11}
\end{equation*}
$$

is also a projection operator. For a given initial condition

$$
\begin{equation*}
f(q, t) \equiv f_{0}=\rho_{f_{0}}+Q f_{0} \tag{10.12}
\end{equation*}
$$

eq. (10.10) is integrated to

$$
\begin{equation*}
Q f=\int_{t_{0}}^{t} e^{(t-\boldsymbol{\tau}) Q \Gamma} Q \Gamma \rho f(\boldsymbol{\tau}) d \boldsymbol{\tau}+e^{\left(t-t_{o}\right) Q \Gamma} Q f_{0} \tag{10.13}
\end{equation*}
$$

and is inserted into eq. (10.9) to give

$$
\begin{align*}
\frac{\partial}{\partial t} P_{f}=P \Gamma P_{f} & +P \Gamma \int_{t_{0}}^{t} a \tau \quad e^{(t-\tau) Q \Gamma} Q \Gamma P_{f}(\tau) \\
& +P \Gamma e^{\left(t-t_{0}\right) Q \Gamma_{Q} f_{0} \quad\left(t>t_{0}\right)} \tag{10.14}
\end{align*}
$$

This is very well known. The projected process is no longer Markoffian, but carries a memory of the initial state through the third term of the r.h.s., and it is governed by the retarded (non-Markoffian) evolution operator in the second term. Equation (10.14) may written in a somewhat more transparent form

$$
\begin{equation*}
\left[s-P \Gamma-P \Gamma \frac{1}{s-Q \Gamma} Q \Gamma\right] P_{F}=P_{f_{0}}+P \Gamma \frac{1}{s \cdots Q \Gamma} Q f_{0} \tag{10.15}
\end{equation*}
$$

if the Laplace transform

$$
F(q, s)=\int_{0}^{\infty} e^{-s t} f(q, t) d t
$$

is introduced. Equation (10.15) is nothing more than what has been called the damping theory in quantum mechanics, where $P$ usually means a projection to the diagonal elements in the unperturbed states of the system. Very often the initial state $f_{0}$ is chosen to make Q $f_{o}$ vanish. With such an initial condition eq. (10.14) or (10.15) gives the evolution law of $\rho_{f}$ or $\bar{g}$, eq. (10.4). This will be reduced to

$$
\begin{equation*}
\frac{\partial}{\partial t} \bar{g}=\bar{\Gamma} \bar{g} \tag{10.16}
\end{equation*}
$$

if we replace the r.h.s. of eq. (10.14) by

$$
\begin{equation*}
\phi_{0} \bar{\Gamma} \bar{g}=P \Gamma \rho_{f}+P \Gamma \int_{-\infty}^{t} d \tau e^{(t-\tau) Q \Gamma} Q \Gamma P_{f} \tag{10.17}
\end{equation*}
$$

assuming that the time $t$ is coarse-grained with a scale $\tau_{\mathrm{n}}$, which is much longer than $\tau_{c}$ scaling the rate of decrease of the retardation kernel in the integrand.

A simple example of such projection is a Brownian motion, in a potential field, eq. (5.13), which is written as

$$
\begin{equation*}
\frac{\partial}{\partial t} f(x, u, t)=\left(\Gamma_{0}+\Gamma_{1}\right) f \tag{10.18}
\end{equation*}
$$

with

$$
\begin{align*}
& \Gamma_{0}=\gamma \frac{\partial}{\partial u}\left(u+\frac{I}{m \beta} \frac{\partial}{\partial u}\right)  \tag{10.19}\\
& \Gamma_{1}=-u \frac{\partial}{\partial x}+\frac{I}{m} \frac{\partial V}{\partial x} \frac{\partial}{\partial u} \tag{10.20}
\end{align*}
$$

The projection $P$, (10.4), is defined by

$$
\begin{equation*}
P_{f}(x, u, t)=\varphi_{0}(u) \int_{-\infty}^{\infty} \text { du } f(x, u, t) \tag{10.21}
\end{equation*}
$$

where $\oint_{0}(u)$ is the normalized Maxwellian distribution,

$$
\varphi_{0}(u)=\left(\frac{2 \pi}{m \beta}\right)^{-1 / 2} \exp \left(-\frac{\beta}{2} m u^{2}\right)
$$

It is easily seen, that from the definitions (10.19) to (10.21),

$$
\begin{equation*}
\Gamma_{0} P=P \Gamma_{0}=0 \text { and } P \Gamma_{1} P=0 \text {. } \tag{10.22}
\end{equation*}
$$

These make the first term on the r.h.s. of eq. (10.14) vanish and reduce $\Gamma$, in the second term, to $\Gamma_{1}$. The third term is absent if the Maxwellian distribution is initially assumed. The above observation simplifies the equation considerably. In order to obtain the familiar equation of diffusion in the potential field $V$, we require the conditions

$$
\begin{equation*}
\ell\left|\frac{1}{\bar{g}} \frac{\partial \bar{g}}{\partial x}\right| \ll 1 \text { and } \quad l\left|\frac{1}{V} \quad \frac{\partial V}{\partial x}\right|<1 \tag{10.23}
\end{equation*}
$$

$$
\left(l=\left\langle u^{2}\right\rangle^{1 / 2} / \gamma\right)
$$

which mean that the distribution and the potential are slowly varying over distances of the order of the mean free path $l$, and that the operator $\Gamma_{1}$ can be treated as a perturbation relative to $\Gamma_{0}$. Thus we approximate the operator $\exp (t-\boldsymbol{\tau}) \mathrm{Q} \boldsymbol{\Gamma}$ by $\exp (t-\tau) \Gamma_{0}$ to obtain

$$
\begin{equation*}
P \Gamma_{1} \int_{t_{o}}^{t} d \tau e^{(t-\tau) \Gamma_{o}} Q \Gamma \rho_{f_{o}}(\tau) \tag{10.24}
\end{equation*}
$$

for the integral operator in eq. (10.14). But we further notice that $P \Gamma_{1} P \propto \varphi_{0}(u) \int_{-\infty}^{\infty} d u\left(-u \frac{\partial}{\partial x}+\frac{1}{m} \frac{\partial V}{\partial x} \frac{\partial}{\partial u}\right) \varphi_{0}(u)=0$ which saves $Q$ in eq. (10.24). Noticing that

$$
\Gamma_{o} u \varphi_{0}(u)=-\gamma u \varphi_{0}(u)
$$

we write the integral operator as

$$
-\int_{-\infty}^{\infty} d u\left(-u \frac{\partial}{\partial x}+\frac{I}{m} \frac{\partial V}{\partial x} \frac{\partial}{\partial u}\right) u \varphi_{0}(u) \int_{t_{0}}^{t} d \boldsymbol{\tau} e^{-\gamma(t-\boldsymbol{\tau})}\left(\frac{\partial}{\partial x}+\beta \frac{\partial V}{\partial x}\right) \bar{g}(x, t)
$$

By integration over $u$, the term with $\partial / \partial u$ on the left vanishes. Assuming a slow change of $g(\bar{x}, t)$ in $t$, namely

$$
\Delta t \gg \tau_{c}=1 / \gamma
$$

this finally becomes

$$
\begin{equation*}
\frac{\partial}{\partial x} \frac{\left\langle u^{2}\right\rangle}{\gamma}\left(\frac{\partial}{\partial x}+\beta \frac{\partial V}{\partial x}\right) \bar{g}(x, t) \tag{10.25}
\end{equation*}
$$

which is the diffusion operator in the presence of the potential $V$. Now the velocity $u$ is hidden and the Brownian motion is observed only with respect to the spatial part. The Markoffian property of diffusion is recovered by coarse-graining in space and time, provided that the potential is sufficiently slowly changing.

The derivation of the so-called master equation, from a classical or quantal Liouville equation, can be made in the same way. The operator $\Gamma$ is now a Liouville operator i $\mathcal{L}$, which is divided into i $\mathscr{L}_{0}$ and i $\mathcal{L}_{1}$. If the projection $P$ is properly defined to satisfy the conditions

$$
\text { i } \mathcal{L}_{0} P=P_{i} \mathcal{L}_{0}=0
$$

eq. (10.15) takes the form

$$
\begin{equation*}
\left[s-P_{i} \mathcal{L}_{1} P-P_{i} \mathcal{L}_{1} \frac{1}{s-Q i \mathcal{L}} \text { Qi } \mathcal{L}_{1}\right] P_{f}=P_{f_{0}} \tag{10.26}
\end{equation*}
$$

with the initial condition $Q f_{o}=0$. If the operator $Q i \mathcal{L}$ in the denominator on the l.h.s. is simply replaced by $i \mathcal{L}_{0}$, and $s$ is sent to $0^{+}$in the same denominator, this becomes a master equation, in which the transition probability is calcułated by the golden rule. The conditions to justify this approximation are rather well known. From my own point of view, this is very closely related to the phenomena of motional narrowing, for which I have no more time in these lectures, and refer you to some of my previous articles [3, 10]. As was shown by Mori [13], the damping theory can be used to give a microscopic basis of the Langevin equation. Instead of applying it to a distribution function, we now apply it to dynamical equations. For the sake of clarity, we consider a classical system. A dynamical quantity $A_{t}$ is a function of time because it is a phase function, namely

$$
\begin{equation*}
A_{t}=A\left(p_{t}, q_{t}\right)=A(p, q, t) \tag{10.27}
\end{equation*}
$$

In the last expression, ( $p, q$ ) is the initial phase and ( $p_{t}, q_{t}$ ) is its image after time $t$, as determined by the Hamiltonian equation of motion. For $A_{t}$, (10.27), we can write the equation of motion

$$
\begin{equation*}
\frac{\partial A_{t}}{\partial t}=-i \mathcal{L} A_{t} \tag{10.28}
\end{equation*}
$$

with the Liouville operator (note the sign). Now we define the projection $P$ of any phase function $g(p, q)$ by

$$
\begin{equation*}
P_{g}=A(A, g) /(A, A) \tag{10.29}
\end{equation*}
$$

where the bracket is defined by

$$
(f, g)=\iint d p d q \quad \mathbf{c} e^{-\beta \mid \boldsymbol{q}(p, q)_{f}(p, q) g(p, q)}
$$

with the normalized canonical distribution $C \exp (-\beta$ 月).
Because of the stationary nature of the canonical distribution, we have generally

$$
\begin{equation*}
(\dot{\mathrm{g}}, \mathrm{~g})=(\mathrm{g}, \dot{\mathrm{~g}})=0, \quad\left(\mathrm{~g}_{\mathrm{t}}, \mathrm{~h}_{\mathrm{t}}\right)=(\mathrm{g}, \mathrm{~h}) \tag{10.30}
\end{equation*}
$$

The damping formula (10.14) can be applied to eq. (10.28) with the projection $P$ defined by eq. (10.29). Equations (10.30) give

$$
\begin{align*}
& P(-i \mathscr{L} A)=P \dot{A}=0 \\
& P(-i \mathscr{L}) g=A(A, \dot{G}) /(A, A)=-A(\dot{A}, G) /(A, A) \tag{10.31}
\end{align*}
$$

The damping equations (10.13) and (10.14) are now written as

$$
\begin{equation*}
\frac{d}{d t} A_{t}=-\int_{t_{0}}^{t} \gamma(t-\tau) A_{\tau} d \tau+R_{t} \quad, \quad t>t_{0} \tag{10.32}
\end{equation*}
$$

with the random force defined by

$$
\begin{equation*}
R_{t}=e^{-i\left(t-t_{o}\right) Q i \mathscr{L}} \underset{A}{ } \tag{10.33}
\end{equation*}
$$

and the retarded function

$$
\begin{equation*}
\gamma(t)=\left(R_{0}, R_{t}\right) /(A, A) \tag{10.34}
\end{equation*}
$$

Since $\mathcal{P}_{R_{t}}=0$, eq. (10.32) projected by $\mathcal{P}$ gives eq. (10.14), or equivalently, in this case

$$
\begin{equation*}
\int_{0}^{\infty}\left(A_{t_{0}}, A_{t_{0}+t}\right) e^{-i \omega t} d t=\frac{(A, A)}{i \omega+\gamma[\omega]} \tag{10.35}
\end{equation*}
$$

The part $Q A_{t}$ is obtained from eq. (10.32), as a convolution of $R_{t}$ and the correlation function (10.35). This is equivalent to eq. (10.13).

Equation (10.32) was first obtained by Mori [13] and is the generalized Langevin equation, which we assumed for our phenomenological treatments. Equation (10.34) is equivalent to eq. (6.17), and represents an F-D theorem of the second kind.

It should be noted that the damping-theory is a formalism, which allows a very wide range of applicability. For example, if the projection is defined so as to project the distribution function of a
many-particle system to a product of one-particle distribution functions, this formalism can be used for deriving the Boltzmann. equation. However, a careful examination is required in order to see under what conditions the reduced equation can really be used.

## XI. CONCLUDING REMARKS

Since I have used up my time, I have to finish now. As the reader may have noticed, in the introduction, I wished to include in these lectures some other points to generalize the Brownian motion theory. Let me make a few very brief comments on some of these points
i) A stochastic equation of motion can be non-linear; for example,

$$
\begin{equation*}
\dot{x}(t)=v(x)+R(x, t) \tag{11.1}
\end{equation*}
$$

where $R(x, t)$ is a random noise. If it is a white noise, then the process $x$ is Markoffian. To derive such a Markoffian equation, it is most convenient to use the method of stochastic equation as discussed in section $V$. If, furthermore, $R(x, t)$ is Gaussian, the Markoffian equation is reduced to a Fokker-Planck equation, which is a diffusiontype equation. Generally, we do not really require the stationarity of the process, so that the drift term and the diffusion term may explicitly depend on time. They can also be non-linear functions of $x$. These are two ways of interpreting a stochastic differential equation of the type, eq. (11.1), in the case where $R(x, t)$ has a singular nature of this kind. This point was briefly mentioned in the introduction, and the reader is referred to, for example, a paper by Mortensen [7]. Further references should also be made to a series of papers by Lax [29].

As is very well known, extensive work has been done on applications of Brownian motion theory to laser problems, that is to quantum aspects of Brownian motion of laser modes coupled with atoms.

The theory now extends to much wider categories of problems. The reader is referred to a review paper by H. Haken [30].
ii) A particularly important example of non-linear Brownian systems is an oscillator on which the random noise exerts not only amplitude modulations but also frequency modulations. Numerous
examples are found in physics, in resonance problems. The concept of motional narrowing played a very important role in NMR, ESR and other kinds of spectroscopy. From the author's point of view, it gives us a very nice example, which helps understand the physical and the logical structures of stochastic processes [3]. The narrowing means that the correlation time of $R$ is very much shorter than the relevant time constants of x , and so it means a Markoffian character for the process $x$. Transport equations, such as Boltzmann equations, require some sort of narrowing conditions, either as weak perturbations or as localized perturbations. Such narrowing conditions may not be satisfied in practice. In such cases we have retardation effects and memory effects, which can generally be non-linear effects.
iii) Relatively simple examples of such un-narrowed perturbations are stochastic theories of spectral lines. Equation (ll.l) may be thought of as a Schrödinger equation, or a Liouville equation for the density matrix, which contains a random perturbation from the environment. If the stochastic nature of this perturbation is simple enough, the response or relaxation of the system can be explicitly treated. An easy case arises if the random perturbation is basically Markoffian. Assuming simple but typical types of such perturbations, the line shape problem has been discussed by the author [31].
iv) A Gaussian property of a stochastic process is attributed to a certain kind of central limit theorem. In this respect, we could ask the question of whether a Gaussian nature may in fact be proved for macrovariables, which consist of a great number of small contributions from a numerous constituent units of the system. I would have liked to have time to discuss this problem, but here can only refer to our recent work [32] . In thermal equilibrium, the distributions of extensive thermodynamic quantities are usually Gaussian, the variances being also extensive, except in the very neighborhood of a phase transition where the distributions become non-Gaussian, which is now very well recognized as being related to the critical singularities. In non-equilibrium situations, it can be shown that the probability distribution of an extensive variable is generally Gaussian if the size of the system is very large, except in the neighborhood of a certain critical condition. Such an extensive variable can be regarded as a Gaussian process not necessarily stationary. For example, large deviations from equilibrium, relaxation from far from equilibrium, and response to a large external force, behave, in general, non-linearly. The evolution of the average behavior and the fluctuations may be described by a Fokker-Planck equation, which is
generalized, in the sense that the coefficients are time-dependent, and that the equation, by itself, is incomplete unless it is supplemented by other evolution equations to determine the time-dependence of the coefficients. This was first discussed by van Kampen [33].
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I. GENERAL INTRODUCTION *

### 1.1 Fluctuating hydrodynamics and renormalization of transport coefficients

In recent years relaxation phenomena in non-linear systems have been studied extensively. Two aspects of this problem have in particular been investigated. On the one hand the renormalization of transport coefficients in the critical region has been discussed within the framework of the mode-mode coupling theory by Kawasaki and others $[4,5]$. On the other hand slow decaying contributions to time correlation functions and memory kernels, as first found in a computer experiment by Alder and Wainwright [6], were studied using either hydrodynamic, kinetic or related arguments [6-13]. As has been pointed out, for example, by Kawasaki [14] and Zwanzig [15] both aspects are intimately related.

In these lectures we shall discuss the renormalization of certain transport-coefficients or susceptibilities consistently within the framework of fluctuating hydrodynamics** To this end we extend, so to say, the Landau-Lifshitz theory of linear fluctuating hydrodynamics [16], to include the non--linear (fluctuating) terms which occur in the hydrodynamic equations. A theory of this type is particularly well suited to study phenomena which occur at small wave vectors and long times when hydrodynamic considerations are applicable. We shall restrict ourselves to situations in which the non-linearity of the fluctuating equations considered has a very simple structure.

We shall on the one hand consider the behaviour of the dielectric constant in a fluctuating non-polar fluid and show that the deviations from the validity of the Clausius-Mossotti formula may be interpreted, within our framework, as being due to a renormalization of the dieelectric constant as a result of density fluctuations. Explicit formulae can then be obtained to describe the behaviour of the frequency and wave vector dependent dielectric tensor in the critical region.

[^0]We shall furthermore study the diffusior of tagged particles through an incompressible fluctuating fluid, starting from a nonlinear generalized Langevin equation for the density of the tagged particles (the non-linear Landau-Lifshitz equation for the djffusion problem). We show that, averaging this equation over the fluctuations a linear macroscopic diffusion equation is obtained with a renormalized wave vector and frequency dependent diffusion coefficient, for which we obtain a closed expression. An analysis of this expression leads amongst other things to the well known $t^{-3 / 2}$ asymptotic behaviour for the diffusion memory kernel. We are able to discuss in detail the question whether the expression for the asymptotic behaviour of the memory kernel should contain the renormalized diffusion coefficient, as argued by several authors $[4-8]$, rather than the bare one.

We will first discuss briefly a class of stochastic differential equations in their relation to the theory presented.

### 1.2 Stochastic differential equations

The theory which we will present is essentially based on the consideration of stochastic differential equations of a certain class. Basically these stochastic differential equations may be of the form

$$
\begin{equation*}
L^{*} x(t)=K(t) . \tag{1.1}
\end{equation*}
$$

Here $x(t)$ is a random process, $K(t)$ some "external generalized force" (a given function of time $t$ ) and $J^{*}$ a stochastic differential operator of the form

$$
\begin{equation*}
L^{*}=\frac{\partial}{\partial t}+\gamma_{0}+\gamma_{1} y(t) \tag{1.2}
\end{equation*}
$$

where $\gamma_{0}$ and $\gamma_{1}$ are constants, and $y(t)$ is a second stationary random process, with zero mean

$$
\begin{equation*}
\langle y(t)\rangle=0, \tag{1.3}
\end{equation*}
$$

and given stochastic properties.
The formal solution of eq. (1.l) is

$$
\begin{equation*}
x(t)=L^{*-1} K(t)=G^{*} K(t) \tag{1.4}
\end{equation*}
$$

with $L^{*-1}$ the inverse of $L^{*}$ and $G^{*}=L^{*-1}$ the random Green function operator of the problem. If one averages eq. (1.4) one obtrains

$$
\begin{equation*}
\langle x(t)\rangle=\left\langle L^{*-1}\right\rangle K(t)=\left\langle G^{*}\right\rangle K(t)=G K(t) \tag{1.5}
\end{equation*}
$$

where $G$ is the propagator for the averaged equation. Defining

$$
\begin{equation*}
L=G^{-1} \tag{1.6}
\end{equation*}
$$

we obtain for $\langle x(t)\rangle$ the equation

$$
\begin{equation*}
L\langle x\rangle=K(t) \tag{1.7}
\end{equation*}
$$

with

$$
\begin{equation*}
L=\left\langle L^{*-1}\right\rangle^{-1} \tag{1.8}
\end{equation*}
$$

Let us now define an operator $\gamma^{\prime}$ through

$$
\begin{equation*}
L \equiv \frac{\partial}{\partial t}+\gamma_{0}+\gamma^{\prime}=L_{0}+\gamma^{\prime} \tag{1.9}
\end{equation*}
$$

so that

$$
\begin{equation*}
L=L_{0}\left(1+L_{0}^{-1} \gamma^{\prime}\right)=L_{0}\left(1+G_{0} \gamma^{\prime}\right) \tag{1.10}
\end{equation*}
$$

with

$$
\begin{equation*}
G_{0}=L_{0}^{-1} \tag{1.11}
\end{equation*}
$$

On the other hand

$$
\begin{equation*}
L^{*}=L_{0}\left(1+\gamma_{1} G_{0} y(t)\right) \tag{1.12}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left\langle L^{*-1}\right\rangle^{-1}=L_{0}\left\langle\left(1+\gamma_{1} G_{0} y\right)^{-1}\right\rangle^{-1} \tag{1.13}
\end{equation*}
$$

If we then substitute eqs. (1.9) and (1.13) into eq. (1.8) we obtain

$$
\begin{align*}
\gamma^{\prime} & =-L_{0}+L_{0}\left\langle\left(1+\gamma_{1} G_{0} y\right)^{-1}\right\rangle^{-1} \\
& =\left\langle-L_{0}\left(1+\gamma_{1} G_{0} y\right)^{-1}+L_{0}\right\rangle\left\langle\left(1+\gamma_{1} G_{0} y\right)^{-1}\right\rangle^{-1} \\
& =\gamma_{1}\left\langle y\left(1+\gamma_{1} G_{0} y\right)^{-1}\right\rangle\left\langle\left(1+\gamma_{1} G_{0} y\right)^{-1}\right\rangle^{-1} . \tag{1.14}
\end{align*}
$$

Equation (1.14) defines the macroscopic operator $\gamma^{\prime}$ in terms of correlation functions of $y(t)$. If we were to call $\gamma_{0}$ the bare kinetic coefficient and $r_{0}+r_{1} y(t)$ the random kinetic coefficient, then $\gamma_{0}+\gamma^{\prime}$ represents, so to say, the macroscopic "renormajized" kinetic coefficient since, according to eqs. (1.7) and (1.9), 〈x〉 obeys the equation

$$
\begin{equation*}
\frac{\partial\langle x(t)\rangle}{\partial t}=-\left(r_{0}+\gamma^{\prime}\right)\langle x(t)\rangle+K(t) . \tag{1.15}
\end{equation*}
$$

Note that $\gamma^{\prime}$ is still an operator, which turns out to be a convulution operator in time such that eq. (1.15) has the form

$$
\frac{\partial\langle x(t)\rangle}{\partial t}=-\gamma_{0}\langle x(t)\rangle-\int_{-\infty}^{t} \gamma^{\prime}\left(t-t^{\prime}\right)\langle x(t)\rangle d t^{\prime}+k\left(t^{\prime}\right) .
$$

In the next chapters we shall consider specific problems described by stochastic differential equations, more or less of the type of eq. (l.1). We will consider as stated in Section l.l the dielectric properties of a fluctuating fluid, and the diffusion of tagged particles through a fluctuating fluid. We shall evaluate the corresponding Mrenormalized kinetic coefficient", i.e. the dielectric tensor, and the diffusion memory kernel, to some order of approximation. Stochastic differential equations of the type of eq. (1.l) have recently been studied by van Kampen [17]. We refer to his papers for further references.
II. ON THE CRITICAL BEHAVIOUR OF THE DIEJECTRIC CONSTANT FOR A NONPOLAR FLUID

### 2.1 Introduction

In the theory of the propagation of light through a fluid two aspects have received special attention. On the one hand one has studied the scattering of light from an incident beam. The phenomenological theory of this phenomenon goes back to the work of Smoluchowski [1.8] and Einstein [19]. Molecular theories of light scattering have subsequently been given by, among others, Yvon [20] and Zimm [21] and also by Fixmann [22], who was able to justify Einstein's result. On the other hand the propagation of the transmitted heall has been stidied by calculation of the refractive index of the system. Theories for the refractive index have been given by, among others, Yvon [20], Hoek [23], Rosenfeld [24], Mazur and Mandel [25]. All these theories start essentially from a molecular basis. The theory of the refractive index is related to the theory of light scattering to the extert that the imaginary part of the refractive index, in the absence of true absorption, is directly related to the total intensity of the scattered light.

All molecular theories both of light scattering and of the refractive index suffer from the drawback that they are based on series expansions in the polarizability per unit volume and the calculation of the first few terms of the series. Strictly speaking they are therefore limited to systems where the refractive index is not appreciably different from unity. This makes their application questionable, for instance, in the critical region. The phenomenological theory does not suffer from this drawoack.

We shall develop here a theory of the dielectric constant in a fluctuating flujd, which vields an expression for the macroscopic wave vector and frequency dependent dielectric tensor in terms of density fluctuation correlation functions. This tensor describes the response of the system to an arbitrary electromagnetic field. Its transverse part, with $k$ and $\omega$ satisfying the usual dispersion relation, yields the index of refraction of the medium in terms of these correlation functions. The theory is not restricted to small values of the polarizability per unit volume and is therefore well suited to
the study of the behaviour of the dielectric tensor in the critical region. In particular we shall study the dispersion of the velocity of light in the medium when it is close to the critical point. For small values of the polarizability per unit of volume the results can be shown to be in agreement with those of previous molecular theories.

### 2.2 Formal theory

The Maxwell equations in a fluctuating fluid are

$$
\begin{equation*}
\operatorname{curl} \vec{E}=-\frac{\partial \vec{B}}{\partial t} \cdot \operatorname{div} \vec{D}=0, \operatorname{curl} \vec{H}=\frac{\partial \vec{D}}{\partial t}, \operatorname{div} \vec{B}=0, \tag{2.1}
\end{equation*}
$$

where $\vec{E}(\vec{r}, t)$ and $\vec{B}(\vec{r}, t)$ are the fluctuating electric and magnetic fields respectively, and $\vec{D}(\vec{r}, t)$ and $\vec{H}(\vec{r}, t)$ the fluctuating inductions; units are chosen in such a way that the velocity of light is unity in vacuum. Neglecting the magnetic properties we have

$$
\begin{equation*}
\vec{H}=\vec{B}, \quad \vec{D}=\vec{E}+\vec{P} \tag{2.2}
\end{equation*}
$$

with $\vec{P}$ the fluctuating polarization.
We define Fourier transforms with respect to $\vec{r}$ and $t$ of a field $f$ by

$$
\begin{equation*}
f(\vec{k}, w)=\int d \vec{r} d t e^{-i(\vec{k} \cdot \vec{r}-w t)} f(\vec{r}, t) \tag{2.3}
\end{equation*}
$$

From equations (2.1) and (2.2) we then obtain the vector wave equation

$$
\begin{equation*}
\left(\stackrel{\rightharpoonup}{k} \stackrel{\rightharpoonup}{k}-k^{2}+w^{2}\right) \vec{E}(\vec{k}, w)=-w^{2} \vec{P}(\vec{k}, w) \tag{2.4}
\end{equation*}
$$

The general retarded solution of this equation is

$$
\begin{equation*}
\vec{E}(\vec{k}, w)=\vec{E}^{\circ}(\vec{k}, w)-\overrightarrow{\vec{F}}(\vec{k}, w) \cdot \overrightarrow{\vec{P}}(\vec{k}, w) \tag{2.5}
\end{equation*}
$$

where $\overrightarrow{\mathrm{E}}^{0}$ is a solution of the homogeneous equation and is therefore the incident field in vacuvm. In the presence of externally controlled sources $\vec{E}^{\circ}$ contains also the vacuum fields generated by these sources The retarded propagator of the electromagnetic field in vacuum $\overrightarrow{\vec{F}}$
is given by the diggonal elements in $\vec{k}, w$ representation

$$
\begin{align*}
\overrightarrow{\vec{F}}(\vec{k}, w) & =\left[\vec{k} \vec{k}-k^{2}+(w+i 0)^{2}\right]^{-1} w^{2}=\left[k^{2}-(w+i 0)^{2}\right]^{-1}\left(\vec{k} \vec{k}-w^{2}\right)  \tag{2.6}\\
& =\left[\frac{1}{2} i \pi k^{-1}\{\delta(k-w)-\delta(k+w)\}+P \frac{1}{k^{2}-\omega^{2}}\right]\left(\vec{k} \vec{k}-w^{2}\right)
\end{align*}
$$

where 0 represents an infinitesimally small positive number.
From eq. (2.4) or (2.5) it can be seen that the electric field
will fluctuate because of the fluctuations in the polarization of the dielectric. These in turn will be caused for a non-polar fluid by fluctuations in the density $\rho(\vec{r}, t)$ and in other thermodynamic variables. Averaging over these fluctuations, denoted by $\langle\ldots\rangle$, yields the macroscopic quantities. In order to come to a closed description we must relate the polarization to the electric field. In linear optics $\overrightarrow{\mathrm{P}}(\vec{r}, t)$ is given by

$$
\begin{equation*}
\vec{P}(\vec{r}, t)=X^{*}(\rho(\stackrel{\rightharpoonup}{r}, t)) \stackrel{\rightharpoonup}{E}(\stackrel{\rightharpoonup}{r}, t) \tag{2.7}
\end{equation*}
$$

where $\chi^{*}(\rho(\vec{r}, t))$, the fluctuating susceptibility, is related to the density by the Clausius-Mossotti formula

$$
\begin{equation*}
\chi^{*}(\rho)=\alpha_{0} \rho\left(1-\frac{1}{3} \alpha_{0} \rho\right)^{-1} \tag{2.8}
\end{equation*}
$$

where $\alpha_{0}$ is a constant frequency independent molecular polarizability. This restricts the applicability of the theory to the transmission of fields at non-resonant frequencies. The validity of eq. (2.8) is assumed here for density fields which vary sufficiently slowly in time and space. Eq. (2.8) can be justified on a molecular basis [l]. Deviations from eq. (2.8) occur if $\rho$ varies appreciably over molecular distances. Now upon substitution of eq. (2.8) into eq. (2.5) one obtains

$$
\begin{equation*}
\stackrel{\rightharpoonup}{E}=\stackrel{\rightharpoonup}{E}^{\circ}-\stackrel{\rightharpoonup}{\vec{F}} \cdot X^{*} \stackrel{\rightharpoonup}{E} \tag{2.9}
\end{equation*}
$$

with the formal solution

$$
\begin{equation*}
\vec{E}=\left(1+\overrightarrow{\vec{F}} \cdot X^{*}\right)^{-1} \cdot \vec{E}^{\circ} \tag{2.10}
\end{equation*}
$$

In both eqs. (2.9) and (2.10), $\chi^{*}$ and $\vec{E}$ have to be interpreted as operators.

According to eq. (2.8), $X^{*}$ is diagonal in the $\vec{r}$,t representstion. It is therefore a convolution operator in the $\vec{k}, \omega$ representatimon. The propagator $\overrightarrow{\vec{F}}$ is diagonal in the $\vec{k}, \omega$ representation (cf. eq. (2.6)) and a convolution operator in the $\vec{r}, t$ representation.

The macroscopic electric field is obtained if one averages eq. (2.10),

$$
\begin{equation*}
\langle\stackrel{\rightharpoonup}{E}\rangle=\left\langle\left(1+\stackrel{\rightharpoonup}{\vec{F}} \chi^{*}\right)^{-1}\right\rangle \cdot \stackrel{\rightharpoonup}{E}^{0} \tag{2.11}
\end{equation*}
$$

On the other hand, substituting eq. (2.10) into eq. (2.8), and using also eq. (2.11), yields for the average polarization

$$
\begin{align*}
\langle\vec{P}\rangle & =\left\langle\chi^{*} \vec{E}\right\rangle=\left\langle\chi^{*}\left(1+\overrightarrow{\vec{F}} \chi^{*}\right)^{-1}\right\rangle \cdot \vec{E} \\
& =\left\langle\chi^{*}\left(1+\overrightarrow{\vec{F}} x^{*}\right)^{-1}\right\rangle \cdot\left\langle\left(1+\overrightarrow{\vec{F}} x^{*}\right)^{-1}\right\rangle^{-1} \cdot\langle\vec{E}\rangle \tag{2.12}
\end{align*}
$$

This equation defines the macroscopic dielectric susceptibility tensor $\overrightarrow{\vec{\chi}}$ and dielectric tensor $\overrightarrow{\vec{\varepsilon}}$

$$
\begin{equation*}
\overrightarrow{\vec{\varepsilon}}-1=\overrightarrow{\vec{\chi}}=\left\langle x^{*}\left(1+\overrightarrow{\vec{F}} x^{*}\right)^{-1}\right\rangle \cdot\left\langle\left(1+\overrightarrow{\vec{F}} x^{*}\right)^{-1}\right\rangle^{-1} \tag{2.13}
\end{equation*}
$$

It will be the starting point of our further discussion.
In the absence of fluctuations it follows from the above equation that the macroscopic dielectric constant is given by the ClausiusMossotti formula

$$
\begin{equation*}
\varepsilon_{0}-1=\chi_{0}=\alpha_{0} \rho_{0}\left(1-\frac{1}{3} \alpha_{0} \rho_{0}\right)^{-1}, \quad \rho_{0}=\langle\rho\rangle \tag{2.14}
\end{equation*}
$$

We will now investigate in more detail the deviations from the Clausius-Mossotti formula, caused by the density fluctuations. We define the propagator in the absence of fluctuations

$$
\begin{align*}
{\stackrel{\vec{F}}{\varepsilon_{0}}} & =\left(1+\stackrel{\rightharpoonup}{\vec{F}} x_{0}\right)^{-1} \stackrel{\rightharpoonup}{\vec{F}}(\vec{k}, w)=\left[\vec{k} \vec{k}-k^{2}+(w+i 0)^{2} \varepsilon_{0}\right]^{-1} \omega^{2} \\
& =\varepsilon_{0}^{-1}\left[k^{2}-(w+i 0)^{2} \varepsilon_{0}\right]^{-1}\left(\vec{k} \vec{k}-\omega^{2} \varepsilon_{0}\right) \tag{2.15}
\end{align*}
$$

and write

$$
\begin{equation*}
\chi^{*}=\chi_{0}+\Delta \chi^{*} \tag{2.16}
\end{equation*}
$$

If we then substitute eq. (2.16) into eq. (2.13), we find that

$$
\begin{equation*}
\varepsilon=\varepsilon_{0}+\left\langle\Delta \chi^{*}\left(1+\overrightarrow{\vec{F}}_{\varepsilon_{0}} \Delta \chi^{*}\right)^{-1}\right\rangle \cdot\left\langle\left(1+\overrightarrow{\vec{F}}_{\varepsilon_{0}} \Delta \chi^{*}\right)^{-1}\right\rangle \tag{2.17}
\end{equation*}
$$

Equation (2.17), which is equivalent to equation (2.13), may be used to obtain expansions for $\overrightarrow{\vec{\varepsilon}}$ in terms of density-density correlation functions. We note that the "renormalized" propagator $\overrightarrow{\bar{F}}_{\varepsilon_{0}}$ accounts for the fact that the fluctuations in $X^{*}$ interact via the medium rather than through vacuum. Each term in the expansion of eq. (2.17) corresponds to a partial resummation of the terms in the expansion of eq. (2.13) in powers of $\chi^{*}$. The formal transformation from eq. (2.13) to eq. (2.17) performs these resummations to all orders. It should also be mentioned that one can easily convince oneself, using the fact that the fluid is translationally invariant in space and time, that $\vec{\varepsilon}$ is diagonal in the $\vec{k}, w$ representation, as of course it should be.

Before proceeding with the analysis of the influence of density fluctuations on the beheviour of the dielectric constant, we shall derive two further identities.

Define the "cut-out" propagator:

$$
\begin{equation*}
\overrightarrow{\vec{H}}=\overrightarrow{\vec{F}}-\frac{1}{3} \tag{2.18}
\end{equation*}
$$

and the Clausius-Mossotti function:

$$
\begin{equation*}
\overrightarrow{\vec{\gamma}}=3(\overrightarrow{\vec{\varepsilon}}-1)(\overrightarrow{\vec{\varepsilon}}+2)^{-1} \tag{2.19}
\end{equation*}
$$

or

$$
\begin{equation*}
\overrightarrow{\vec{\varepsilon}}-1=\overrightarrow{\vec{\gamma}} \cdot\left(1-\frac{1}{3} \stackrel{\rightharpoonup}{\vec{r}}\right)^{-1} \tag{2.20}
\end{equation*}
$$

With these definitions and eq. (2.8), one finds after some straight, forward transformations from eq. (2.13) that

$$
\begin{equation*}
\stackrel{\overrightarrow{\vec{r}}}{ }=\left\langle\rho \alpha_{0}\left(1+\stackrel{\rightharpoonup}{\vec{H}} \rho \alpha_{0}\right)^{-1}\right\rangle \cdot\left\langle\left(1+\stackrel{\overrightarrow{\vec{H}}}{ } \rho \alpha_{0}\right)^{-1}\right\rangle \tag{2.21}
\end{equation*}
$$

an expression for the Clausius-Mossotti function in terms of the density correlation functions.

In the absence of fluctuations, eq. (2.21) leads to the ClausiusMossotti formula in its usual form. An even more useful identity is found if we write

$$
\begin{equation*}
\rho=\rho_{0}+\Delta \rho, \quad \rho_{0}=\langle\rho\rangle \tag{2.22}
\end{equation*}
$$

Substitution of eq. (2.22) into eq. (2.21) leads to

$$
\begin{equation*}
\overrightarrow{\vec{\gamma}}=\rho_{0} \alpha_{0}+\left\langle\alpha_{0} \Delta \rho\left(1+\overrightarrow{\vec{K}} \alpha_{0} \Delta \rho\right)^{-1}\right\rangle \cdot\left\langle\left(1+\overrightarrow{\vec{K}} \alpha_{0} \Delta \rho\right)^{-1}\right\rangle \tag{2.23}
\end{equation*}
$$

with the renormalized propagator

$$
\begin{align*}
\overrightarrow{\vec{K}} & \equiv\left(1+\overrightarrow{\vec{H}} \alpha_{0} \rho_{0}\right)^{-1} \overrightarrow{\vec{H}} \\
& =\left[1+\left(\vec{F}-\frac{1}{3}\right) \alpha_{0} \rho_{0}\right]^{-1} \cdot\left(\overrightarrow{\vec{F}}-\frac{1}{3}\right) \tag{2.24}
\end{align*}
$$

If one uses the relations (cf. eq. (2.14) and (2.15)

$$
\begin{align*}
& \quad \frac{\varepsilon_{0}-1}{\varepsilon_{0}+2}=\frac{1}{3} \rho_{0} \alpha_{0}  \tag{2.25}\\
& \stackrel{\rightharpoonup}{F}_{\varepsilon_{0}}=\left[1+\stackrel{\rightharpoonup}{\vec{F}}\left(\varepsilon_{0}-1\right)\right]^{-1} \cdot \stackrel{\rightharpoonup}{\vec{F}}  \tag{2.26}\\
& \stackrel{\rightharpoonup}{\vec{F}}=\left[1-\overrightarrow{\vec{F}}_{\varepsilon_{0}}\left(\varepsilon_{0}-1\right)\right]^{-1} \cdot \overrightarrow{\vec{F}}_{\varepsilon_{0}}
\end{align*}
$$

one finds from eq. (2.24) a relation between the propagator $\overrightarrow{\mathrm{K}}$ and the propagator $\vec{F}_{\varepsilon_{0}}$ occurring in eq. (2.17)

$$
\begin{equation*}
\stackrel{\rightharpoonup}{\vec{k}}=\left(\frac{\varepsilon_{0}+2}{3}\right)^{2}\left(\stackrel{\stackrel{\rightharpoonup}{F_{\varepsilon_{0}}}}{ }-\frac{1}{\varepsilon_{0}+2}\right) \tag{2.27}
\end{equation*}
$$

The general expression eq. (2.23) relates the corrections to the Clausius-Mossotti formula directly to density fluctuation correlation functions. The propagator $\overrightarrow{\vec{W}}$ accounts for the fact that these density fluctuations interact via the medium. As we see from eq. (2.27), $\overrightarrow{\mathrm{K}}$ is essentially the propagator in the medium with dielectric constent $\varepsilon_{0}$, modified by Lorentz corrections.
2.3 Expansion of the dielectric tensor in terms of density-density correlation functions

We shall now study eq. (2.33) in more detail. Expanding the right hand side in powers of $\alpha_{0} \Delta \rho$, we obtain

$$
\begin{align*}
\overrightarrow{\vec{\gamma}}(\vec{k}, w) & =\alpha_{0} \rho_{0}\left\{1-(2 \pi)^{-4} \alpha_{0} \rho_{0} \int_{k^{\prime}<k_{0}} S_{2}\left(\vec{k}-\vec{k}^{\prime}, w-w^{\prime}\right) \overrightarrow{\vec{k}}\left(\vec{k}^{\prime}, w^{\prime}\right) d \vec{k}^{\prime} d w^{\prime}\right. \\
& + \text { higher order terms }\} \tag{2.28}
\end{align*}
$$

where the density-density correlation function $S_{2}$ is defined as

$$
\begin{equation*}
S_{2}\left(\vec{r}_{2}-\vec{r}_{1} ; t_{2}-t_{1}\right)=\rho_{0}^{-2}\left\langle\Delta \rho\left(\vec{r}_{1}, t_{1}\right) \Delta \rho\left(\vec{r}_{2}, t_{2}\right)\right\rangle \tag{2.29}
\end{equation*}
$$

and where the integral in (2.28) is cut off at some inverse molecular distance. The introduction of the cut off in eq. (2.28) is related to the fact that eg. ( 2.8 ) does not hold any more if $\rho$ veries appreciably over molecular distances. In a molecular version of the present theory, in which corrections to eq. (2.3) are taken into account, it is not necessary to introduce on explicit cut off [l]. The Fourier transform of $S_{2}$ is defined in the usual manner. If one elso expands $\vec{K}$ in $\alpha_{0} \rho_{0}$, one obtains a series expansion in powers of $\alpha_{0} \rho_{0}$, which is in fact closely related to the series obtained by previous authors from molecular theories. Such a series will rapidly converge if $\alpha_{0} \rho_{0} \ll 1$ or if $\|\vec{\varepsilon}-1\| \ll 1$, i.e. for sufficiently low densities. However, the expansion in eq. (2.28) will also rapidly converge if $\alpha_{0} f_{0} \quad i s$ of order unity, but the integrals involving the correlation functions become progressively smaller, i.e. if the density fluctuations are sufficiently small, so that $\left\|\vec{\varepsilon}-\varepsilon_{0}\right\| \ll 1$. Such an expansion is therefore well suited to study the behaviour of the dielectric tensor in the critical region.

In the next sections we will calculate the correction to the Clausius-Mossotti function originating from the density-density function $S_{2}$, assuming therefore that under mostircumstances this is the dominant contributjon. Using (2.25), eq. (2.28) yields for $\stackrel{\rightharpoonup}{\varepsilon}$ :

$$
\begin{align*}
& \overrightarrow{\vec{k}}(\vec{k}, \omega) \simeq \varepsilon_{0}-\left(\varepsilon_{0}-1\right)^{2}(2 \pi)^{-4} \int S_{2}\left(\vec{k}-\vec{k}^{\prime}, w-\omega^{\prime}\right) \overrightarrow{\vec{k}}\left(\overrightarrow{k^{\prime}}, \omega^{\prime}\right) d \vec{k}^{\prime} d w^{\prime} \\
& \quad=\varepsilon_{0}-\left(\varepsilon_{0}-1\right)^{2}\left(\frac{\varepsilon_{0}+2}{3}\right)^{2}(2 \pi)^{-4} \int S_{2}\left(\vec{k}-\vec{k}^{\prime}, \omega-\omega^{\prime}\right)\left[\overrightarrow{\vec{F}}_{\varepsilon_{0}}\left(\vec{k}^{\prime}, \omega^{\prime}\right)-\frac{1}{\varepsilon_{0}+2}\right] d \overrightarrow{k^{\prime}} d \omega^{\prime} \tag{2.30}
\end{align*}
$$

where we have also used eq. (2.27).
At this point it should be mentioned that eq. (2.30) can also be obtained from the general formula (2.17), if one expands the r.h.s. consistently up to powers quadratic in $\Delta \rho$.

The correction to the dielectric tensor in eq. (2.30) has the form of a mode~mode coupling expression, encountered in the now familiar theories for the renormalization of transport coefficients. Here the coupling is between the electromagnetic mode and the modes governing the behaviour of $S_{2}$ (hydrodynamic modes). In the language of the mode-mode coupling theories we may call $\varepsilon_{0}$ the "bare" dielectric constant and $\overrightarrow{\vec{\varepsilon}}$ the renomalized dielectric tensor.

Up to corrections of order ( $\mathrm{v} / \mathrm{c})^{2}$ ( v is the thermal velocity in the flaid) we may neglect the motion of the fluid, so that we can use the static approximation for the correlation function $\mathrm{S}_{2}$

$$
\begin{equation*}
S_{2}\left(\vec{k}-\vec{k}^{\prime}, \omega-\omega^{\prime}\right)=2 \pi S_{2}\left(\vec{k}-\vec{k}^{\prime}\right) \delta\left(\omega-\omega^{\prime}\right) \tag{2.31}
\end{equation*}
$$

Equation (2.30) then becomes

$$
\begin{equation*}
\overrightarrow{\vec{\varepsilon}}=\varepsilon_{0}-\left(\varepsilon_{0}-1\right)^{2}\left(\frac{\varepsilon_{0}+2}{3}\right)^{2}(2 \pi)^{-3} \int S_{2}\left(\vec{k} \cdot \vec{k}^{\prime}\right)\left[\overrightarrow{\vec{F}}_{\varepsilon_{0}}\left(\vec{k}_{1}^{\prime} \omega\right)-\frac{1}{\varepsilon_{0}+2}\right] d \vec{k}^{\prime} \tag{2.32}
\end{equation*}
$$

For isotropic systems we may write

$$
\begin{equation*}
\overrightarrow{\vec{\varepsilon}}(\vec{k}, \omega)=\varepsilon_{t r}(\vec{k}, \omega)\left(1-\vec{k} \vec{k} / k^{2}\right)+\varepsilon_{l}(\vec{k}, \omega) \vec{k} / k^{2}, \tag{2.33}
\end{equation*}
$$

where the transverse and longitudinal dielectric constants are given by

$$
\begin{equation*}
\varepsilon_{t r}\left(\vec{k}_{1} \omega\right)=\varepsilon_{0}-(2 \pi)^{-3}\left(\varepsilon_{0}-1\right)^{2}\left(\frac{\varepsilon_{0}+2}{3}\right)^{2} \int s_{2}\left(\left|\vec{k} \cdot \vec{k}^{\prime}\right|\right) \vec{u} \cdot\left[\overrightarrow{\vec{F}}_{\varepsilon_{0}}\left(\vec{k}_{1}^{\prime} w\right)-\frac{1}{\varepsilon_{0}+2}\right] \vec{u} d \overrightarrow{k^{\prime}} \tag{2.34}
\end{equation*}
$$

with $\vec{u}$ a unit vector orthogonal to $\vec{k}, \vec{u} \cdot \vec{k}=0$,

$$
\begin{equation*}
\varepsilon_{l}(\vec{k}, \omega)=\varepsilon_{0}-\left(\varepsilon_{0}-1\right)^{2}\left(\frac{\varepsilon_{0}+2}{3}\right)^{2}(2 \pi)^{-3} \int S_{2}\left(\left|\vec{k}-\overrightarrow{k^{\prime}}\right|\right) \frac{\vec{k}}{k} \cdot\left[\overrightarrow{\vec{F}_{\varepsilon_{0}}}\left(\vec{k}^{\prime}, w\right)-\frac{1}{\varepsilon_{0}+2}\right] \cdot \frac{E}{k} d \vec{k}^{\prime} \tag{2.35}
\end{equation*}
$$

For $k$ in the hydrodynamic region the density-density correlation function has, in good approximation the Ornstein-Zernike $[26,27]$ form

$$
\begin{equation*}
S_{2}^{H}(k)=k_{B} T k\left(1+k^{2} \xi^{2}\right)^{-1} \tag{2.36}
\end{equation*}
$$

where $k_{B}$ is Boltamann's constant, $T$ the temperature, $k$ the isothermal compressibility and $\xi$ the hydrodynamic correlation length.

For larger values of $k$ one has to add texms describing the molecular structure at small intermolecular distances. We therefore write in general.

$$
\begin{equation*}
S_{2}(k)=S_{2}^{H}(k)+S_{2}^{M}(k) \tag{2.37}
\end{equation*}
$$

We shall assume that $S_{2}^{M}$ is a sufficiently slowly varying function of $k / k_{o}$ and becomes small for hydrodynamic values of $k$.

In the following sections we shall evaluate the various contributions to $\varepsilon(k, w)$ by substituting eq. (2.37) into eq. (2.32).

### 2.4 The extinction coefficient

We shall first compute the imaginary part of dielectric tensor in the approximation given in eq. (2.31). This quantity is directly related to the extinction of light in the fluid. Substituting eg. (2.15) into eqs. (2.34) and (2.35), gives after integration over $k$ ' and with $\vec{\Omega}=\overrightarrow{k^{\prime}} / k^{\prime}$,

$$
\begin{equation*}
\operatorname{Im} \varepsilon_{t r}(\vec{k}, \omega)=\frac{\omega^{3}}{32 n^{2}} n_{0}\left(\varepsilon_{0}-1\right)^{2}\left(\frac{\varepsilon_{0}+2}{3}\right)^{2} \int d \vec{\Omega} S_{2}\left(\left|\vec{k}-\omega n_{0} \vec{\Omega}\right|\right)\left(1+\cos ^{2} \theta\right) \tag{2.38}
\end{equation*}
$$

[^1]$$
S_{2}^{H}=k_{B} T k\left(1+k^{2} \xi^{2}\right)^{-1+\eta / 2} .
$$
where $\theta$ is the angle between $\vec{k}$ and $\vec{\Omega}$, and also
\[

$$
\begin{equation*}
\operatorname{Im} \varepsilon_{l}(k, \omega)=\frac{\omega^{3}}{16 \eta^{2}} n_{0}\left(\varepsilon_{0}-1\right)^{2}\left(\frac{\varepsilon_{0}+2}{3}\right)^{2} \int d \vec{\Omega} S_{2}\left(\vec{k}-\omega n_{0} \vec{\Omega} \mid\right) \sin ^{2} \theta \tag{2.39}
\end{equation*}
$$

\]

$n_{0} \equiv \varepsilon_{0}^{1 / 2}$ is the "bare" index of refraction.
The extinction coefficient is defined as

$$
\begin{equation*}
\alpha(\omega) \equiv 2 \omega \operatorname{Im} n(\omega) \tag{2.40}
\end{equation*}
$$

with

$$
\begin{equation*}
n(\omega)=\left(\varepsilon_{t r}(k(\omega), \omega)\right)^{1 / 2}, \tag{2.41}
\end{equation*}
$$

where $k(\omega)$ is the solution of the dispersion relation

$$
\begin{equation*}
k^{2}=w^{2} \varepsilon_{t r}(k, \omega) . \tag{2.42}
\end{equation*}
$$

To lowest order,

$$
\begin{equation*}
k(w)=n_{0} w \tag{2.43}
\end{equation*}
$$

so that we have to first order from eqs. (2.40)-(2.42) together with eq. (2.38) that

$$
\begin{equation*}
\alpha(\omega)=\frac{\omega^{4}}{32 \eta^{2}}\left(\varepsilon_{0}-1\right)^{2}\left(\frac{\varepsilon_{0}+2}{3}\right)^{2} \int d \vec{\Omega} S_{2}\left(n_{0} \omega\left|\vec{\Omega}_{0}-\vec{\Omega}\right|\right)\left(1+\cos ^{2} \theta\right), \tag{2.44}
\end{equation*}
$$

where $\vec{\Omega}_{0}=\vec{k} / n_{0} w$.

In formulae (2.38), (2.39) and (2.44) we can substitute the Ornstein-Zernike form for $S_{2}$, since only hydrodynamic values of the argument occur. The integrations can then be performed. This yields in particular for $\alpha(\omega)$

$$
\begin{equation*}
\alpha(\omega)=-\frac{\omega^{4}}{32 \pi \varepsilon_{0}}\left(\varepsilon_{0}-1\right)^{2}\left(\frac{\varepsilon_{0}+2}{3}\right)^{2} \frac{k_{B} T k}{\omega^{2} \xi^{2}} \alpha^{\prime}\left(\xi \omega n_{0}\right) \tag{2.45}
\end{equation*}
$$

with

$$
\begin{align*}
\alpha^{\prime}\left(\xi \omega n_{0}\right) & =\frac{1+u^{2}}{u^{2}}+\left[\left(\frac{1+u^{2}}{2 u^{2}}\right)^{2}+1\right] \ln \left(\frac{1-u^{2}}{1+3 u^{2}}\right),  \tag{2.46}\\
u & \equiv \xi \omega n_{0}\left(1+\xi^{2} \omega^{2} n_{0}^{2}\right)^{-1 / 2} \tag{2.47}
\end{align*}
$$

Furthermore,

$$
\begin{equation*}
\alpha^{\prime}\left(\xi w n_{0}\right) \simeq-\frac{16}{3} n_{0}^{2} \omega^{2} \xi^{2} \text { if } \omega^{2} \xi^{2} \ll 1 \tag{2.48}
\end{equation*}
$$

$$
\begin{equation*}
\alpha^{\prime}\left(\xi \omega n_{0}\right) \simeq-4\left[\ln \left(2 \omega \xi n_{0}\right)-1 / 2\right] \tag{2.49}
\end{equation*}
$$

For the explicit results for $\operatorname{Im} \varepsilon_{t r}(k, \omega)$ and $\operatorname{Im} \varepsilon_{l}(k, \omega)$, the reader is referred to [1].
the expression for the extinction coefficient contains the factor $\left(\left(\varepsilon_{0}+2\right) / 3\right)^{2}$, which also appears in the expressions obtained from the phenomenological theory of light scattering. The first molecular derivation of this factor was given by Fixman [22]. For $\alpha_{0} p_{0} \ll 1$, eq. (2.45) reduces to the expression derived by Rosenfeld in that limit. For $\alpha_{0} p_{0}$ of order unity Rosenfeld's theory does not strictly apply.

We also note that if the system is in the critical region, but not extremely close to the critical point, eq. (2.48) applies and $\alpha(\omega)$ appears to diverge as $k$, which diverges as $\xi^{2}$. However, extremely close to the critical point, the behaviour is described by eq. (2.49), and $\alpha(\omega)$ is logarithmically divergent. Furthermore the extinction coefficient close to the critical point behaves roughly as $\omega^{2}$ rather than $\omega^{4}$. This is the phenomenon of critical opalescence.

### 2.5 The static, non-dispersive dielectric tensor

Let us now study $\overrightarrow{\vec{\varepsilon}}(\vec{k}, \omega)$, for $\omega=0$ and $\vec{k}=0$. We have in this case from eq. (2.32), using also eqs. (2.15) and (2.37)

$$
\begin{equation*}
\stackrel{\rightharpoonup}{\varepsilon}(0,0)=\varepsilon_{0}+\varepsilon^{M}+\varepsilon^{\mu}, \tag{2.50}
\end{equation*}
$$

where

$$
\begin{align*}
& \varepsilon^{M}=\left(2 F \pi^{2} \varepsilon_{0}\right)^{-1}\left(\varepsilon_{0}-1\right)^{3}\left(\varepsilon_{0}+2\right) \int_{0}^{k_{0}} S_{2}^{M}(k) k^{2} d k \\
& \varepsilon^{H}=\left(27 \pi^{2} \varepsilon_{0}\right)^{-1}\left(\varepsilon_{0}-1\right)^{3}\left(\varepsilon_{0}+2\right) k_{B} T k \xi^{-3} \int_{0}^{k_{0} \xi}\left(1+x^{2}\right)^{-1} x^{2} d x \tag{2.52}
\end{align*}
$$

We cannot evaluate the contribution $\Delta \epsilon^{M}$ explicitly. It does not depend critically, however, on the thermodynamic variables. On the other hand the integral in (2.52) is quite elementary if $k_{0} \xi \gg 1$, and one obtains

$$
\begin{equation*}
\varepsilon^{H}=\left(2 q n^{2} \varepsilon_{0}\right)^{-1}\left(\varepsilon_{0}-1\right)^{3}\left(\varepsilon_{0}+2\right) k_{B} T k \xi^{-3}\left(k_{0} \xi-\frac{\pi}{2}\right), k_{0} \xi \gg 1 . \tag{2.53}
\end{equation*}
$$

If $k_{0} \xi \ll 1$, which is typically the case if the system is sufficiently dilute, eq. (2.52) gives

$$
\begin{equation*}
\varepsilon^{H}=\left(81 \Pi^{2} \varepsilon_{0}\right)^{-1}\left(\varepsilon_{0}-1\right)^{3}\left(\varepsilon_{0}+2\right) k_{B} T k k_{0}^{3} \tag{2.54}
\end{equation*}
$$

As is seen from eq. (2.52), the contribution $\Delta \varepsilon^{H}$ to the static dielectric constant exhibits a marked critical behaviour. In the next section it will become apparent that this term must be taken into account when discussing the critical behaviour of the velocity of light.
2.6 The real dispersive part of the dielectric tensor and the velocity of light

If we define the dispersive part of $\overrightarrow{\vec{\varepsilon}}(\vec{k}, \omega)$ as

$$
\begin{equation*}
\Delta \overrightarrow{\vec{\varepsilon}}(\vec{k}, \omega)=\overrightarrow{\vec{\varepsilon}}(\vec{k}, \omega)-\overrightarrow{\vec{\varepsilon}}(0,0) \tag{2.55}
\end{equation*}
$$

we obtain from eq. (2.32), using egs. (2.15) and (2.37),

$$
\begin{equation*}
\operatorname{Re} \Delta \overrightarrow{\vec{\varepsilon}}(\vec{k}, w)=\varepsilon_{0}^{-1}(6 \pi)^{-3}\left(\varepsilon_{0}-1\right)^{2}\left(\varepsilon_{0}+2\right)^{2} k_{B} T k \xi^{-3} \overrightarrow{\vec{I}}\left(\vec{k} \xi, w n_{0}\right) \tag{2.56}
\end{equation*}
$$

where

$$
\begin{equation*}
\stackrel{\rightharpoonup}{\bar{I}}(\vec{x}, y)=\int_{x^{\prime}<\xi k_{0}} d \vec{x}^{\prime}\left(1+|\vec{x}-\vec{x}|^{2}\right)^{-1}\left[\left(1-3 \frac{\vec{x}^{\prime} \vec{x}^{\prime}}{x^{12}}\right)+3 y^{2}\left(x^{\prime 2}-y^{2}\right)^{-1}\left(1-\frac{\vec{x}^{\prime} \mathbf{x}^{\prime}}{x^{\prime 2}}\right)\right] \tag{2.57}
\end{equation*}
$$

In eq. (2.57) we have neglected the contribution to the integral arising from the molecular part $S_{2}^{M}$ of $S_{2}$. This implies that we have neglected terms of order (w/ko ${ }^{2}$ and $\left(k / k_{0}\right)^{2}$, which is certainly permissible for optical frequencies and wave numbers. If furthermore
$k_{0} \xi \gg 1$, the integrations in eq. (2.57) may be performed and analytic expressions for the real part of $\Delta \vec{\varepsilon} \quad$ can be obtained. We again refer to [1] for these expressions. Here we shall only discuss explicitly the velocity of light, which is defined as

$$
\begin{equation*}
c(w) \equiv[\operatorname{Re} n(w)]^{-1} \tag{2.58}
\end{equation*}
$$

where $n(\omega)$ is given by (2.41) with (2.42). To first order in the corrections, we can again use eq. (2.43) so that

$$
\begin{align*}
c(w) & =\left\{\operatorname{Re}\left[\varepsilon_{t r}\left(n_{0} w, w\right)\right]^{1 / 2}\right\}^{-1} \\
& =n_{0}^{-1}\left\{1-\frac{1}{2} n_{0}^{-2} \varepsilon^{M}-\frac{1}{2} n_{0}^{-2} \varepsilon^{H}-\operatorname{Re} \Delta \varepsilon_{t r}(n, w, w)\right\} \tag{2.59}
\end{align*}
$$

With the result of the integrations in eq. (2.57), and using also eq. (2.53), one then finds that

$$
\begin{aligned}
c(\omega)= & n_{0}^{-1}-\frac{1}{2} n_{0}^{-3} \varepsilon^{M}-\frac{n_{0}^{-5}}{54 \pi^{2}}\left(\varepsilon_{0}-1\right)^{3}\left(\varepsilon_{0}+2\right)\left(k_{0} \xi-7 / 2\right) k_{B} T k \xi^{-3} \\
& -\frac{1}{32 \pi} \varepsilon_{0}^{-2}\left(\varepsilon_{0}-1\right)^{2}\left(\frac{\varepsilon_{0}+2}{3}\right)^{2} k_{B} T k \xi^{-2} \omega \Xi\left(\xi \omega n_{0}\right),
\end{aligned}
$$

where

$$
\begin{align*}
\Xi\left(\xi w n_{0}\right) & =\frac{1}{4 u^{4}}\left(5 u^{4}+2 u^{2}+1\right) \arcsin u-\frac{1}{6 u^{3}}\left(5 u^{2}+3\right)\left(1-u^{2}\right)^{1 / 2}+ \\
+ & {\left[1+\left(\frac{1+u^{2}}{2 u^{2}}\right)^{2}\right] \arctan \left(\frac{u\left(1-u^{2}\right)^{1 / 2}}{1+u^{2}}\right) } \tag{2.61}
\end{align*}
$$

with u given by eq. (2.47).
Furthermore

$$
\begin{align*}
& \Xi\left(\xi \omega n_{0}\right)=\frac{44}{15} \xi \omega n_{0}, \xi \omega n_{0} \ll 1  \tag{2.52}\\
& \Xi\left(\xi \omega n_{0}\right)=\pi, \quad \xi \omega n_{0} \gg 1 . \tag{2.63}
\end{align*}
$$

Equation (2.60) describes the behaviour of $c(w)$ in the critical region: not too close to the critics l point $c(\omega)$ appears to diverge like $\xi$. Close to the critical point eq. (2.63) applies and shows that $c(\boldsymbol{\omega})$ remains finite. If one expands eq. (2.50) in powers of $\alpha_{0} \rho_{0}$ and only retains quadratic terms, one obtains an expression identical with the expression obtained in that order for $c(\omega)$ by Larsen, Mountain and Zwanzig [28] from a molecular theory. Inspection of expression (2.60) shows, however, that the critical non-dispersive term in $c$, which is of order $\alpha_{0}^{3} f_{0}{ }^{3}$ can have the same magnitude, not too close to the critical point, as the dispersive contribution which is of order $\alpha_{0}{ }^{2} p_{0}{ }^{2}$.

To conclude we may remark that the theory developed in this chapter for the dielectric tensor, on the basis of a theoretical phenomenological-fluctuetion approach, enables one to give a detailed
description of the behaviour of the dielectric tensor in the critical region, and applies even when the refractive index is appreciably different from unity. The theory has been generalized to the descrip. tion of binary fluids (liquids) [29].
III. RENORMALIZATION OF THE DIFFUSION COEFFICIENT IN A FLUCTUATING FLUID

### 3.1 Derivation of a general formula for the renormalized diffusion coefficient

We consider a density distribution $n(\vec{r}, t)$ of tagged particles in an incompressible fluid. It is assumed that the solution of the tagged particles is sufficiently dilute so that the fluctuations of the fluid are those of the pure fluid in equilibrium. The density $\mathrm{n}(\vec{r}, \mathrm{t})$ satisfies the conservation law

$$
\begin{equation*}
\frac{\partial}{\partial t} n(\vec{r}, t)=-\operatorname{div} \vec{j}(\vec{r}, t) \tag{3.1}
\end{equation*}
$$

where $j(\vec{r}, t)$ is the current density of the tagged particles. In the hydrodynamic regime this current is assumed to be given by

$$
\begin{equation*}
\vec{j}(\vec{r}, t)=\vec{v}(\vec{r}, t) n(\vec{r}, t)-D_{0} \operatorname{grad} n(\vec{r}, t)+\vec{j}_{R}(\vec{r}, t) \tag{3.2}
\end{equation*}
$$

where $\overrightarrow{\mathrm{v}}(\vec{r}, t)$ is the fluctuating velocity field of the fluid. The first term on the right hand side of eq. (3.2) represents the convective part of the current. The second term represents the diffusive part of the current with respect to the moving fluid, with a "bare" diffusion coefficient $D_{0}$ which is assumed to be constant. The last term represents the random current which is.assumed to have the property that

$$
\begin{equation*}
\left\langle\vec{j}_{R}(\vec{r}, t)\right\rangle_{f l}=0 \tag{3.3}
\end{equation*}
$$

where the average is taken for given values of the hydrodynamic tluid field $\vec{v}(\vec{r}, t)$.

Substituting eq. (3.2) into eq. (3.1), we find that $n(\vec{r}, t)$ obey the non-linear Langevin-equation

$$
\left(\frac{\partial}{\partial t}-D_{0} \nabla^{2}\right) n(\vec{r}, t)=-\operatorname{div} \vec{v} n(\vec{r}, t)-\operatorname{div} \vec{j}_{R}(\vec{r}, t)
$$

where $\vec{v}$ is a vector operator. Even though this equation is linear in the density of the tagged particles the coupling to the fluid is non-linear.

The Fourier transform of a field of $(\vec{r}, t)$ is defined as

$$
\begin{equation*}
f(\vec{k}, \omega) \equiv \int e^{-i(\vec{k} \cdot \vec{r}-\omega t)} f(\vec{r}, t) d \vec{r} d t \tag{3.5}
\end{equation*}
$$

In the $\vec{k}$, w representation eq. (3.4) becomes

$$
\begin{equation*}
\left(i \omega-D_{0} k^{2}\right) n(\vec{k}, \omega)=i \vec{k} \cdot \vec{v} n(\vec{k}, \omega)+i \vec{k} \cdot \vec{j}_{R}(\vec{k}, \omega) \tag{3.6}
\end{equation*}
$$

where we note that the operator $\vec{v}$ in this representation has matrix elements

$$
\begin{equation*}
\vec{v}\left(\vec{k}, \omega \mid \vec{k}^{\prime}, \omega^{\prime}\right)=(2 \pi)^{-4} \vec{v}\left(\vec{k}-\vec{k}^{\prime}, \omega-\omega^{\prime}\right) \tag{3.7}
\end{equation*}
$$

Eq. (3.6) has the formal solution:

$$
\begin{equation*}
n(\vec{k}, \omega)=n_{0}(\vec{k}, \omega)-i G_{0} \vec{k} \cdot \vec{v} n(\vec{k}, \omega)-i G_{0} \vec{k} \cdot \vec{j}_{R}(\vec{k}, \omega), \tag{3.8}
\end{equation*}
$$

where $n_{0}(\vec{k}, \omega)$ is a solution of the homogeneous equation and therefore a non-fluctuating quantity. $G_{0}$ is the bare diffusion propagator (in the absence of fluctuations)

$$
\begin{equation*}
G_{0}(\vec{k}, \omega) \equiv-\left(i \omega-D_{0} k^{2}\right)^{-1} \tag{3.9}
\end{equation*}
$$

The formal solution can be rewritten as

$$
\begin{equation*}
n(\vec{k}, \omega)=\left[1+i G_{0} \vec{k} \cdot \vec{v}\right]^{-1}\left\{n_{0}(\vec{k}, \omega)-i G_{0} \vec{k} \cdot \vec{j}_{R}(\vec{k}, \omega)\right\} \tag{3.10}
\end{equation*}
$$

This yields for the current of the tagged particles after some algebra

$$
\begin{equation*}
\vec{j}(\vec{k}, \omega)=\left(\vec{v}-i D_{0} \vec{k}\right)\left[1+i G_{0} \vec{k} \cdot \vec{v}\right]^{-1} n_{0}(\vec{k}, \omega)-i \omega\left[1+i G_{0} \vec{k} \cdot \vec{v}\right]^{-1} G_{0} \vec{j}_{R}(\vec{k}, \omega) \tag{3.11}
\end{equation*}
$$

Averaging eqs. (3.10) and (3.11) first over the random current and then over the fluctuations of the fluid we find for the mean particle and current density of the tagged particles using also eq. (3.3)

$$
\begin{align*}
& \langle n(\vec{k}, w)\rangle=\left\langle\left[1+i G_{0} \vec{k} \cdot \vec{v}\right]^{-1}\right\rangle n_{0}(\vec{k}, \omega)  \tag{3.12}\\
& \langle\vec{j}(\vec{k}, \omega)\rangle=\left\langle\left(\vec{v}-i D_{0} \vec{k}\right)\left[1+i G_{0} \vec{k} \cdot \vec{v}\right]^{-1}\right\rangle n_{0}(\vec{k}, \omega) \tag{3.13}
\end{align*}
$$

where we have introduced the shorthand notation

$$
\begin{equation*}
\langle\cdots\rangle=\left\langle\langle\cdots\rangle_{\mathrm{fl}}\right\rangle \tag{3.14}
\end{equation*}
$$

Eliminating $n_{0}$, the mean current can be written as

$$
\begin{gather*}
\langle\vec{j}(\vec{k}, w)\rangle=\left\{-i D_{0} \vec{k}+\left\langle\vec{v}\left[1+i G_{0} \vec{k} \cdot \vec{v}\right]^{-1}\right\rangle\left\langle\left[1+i G_{0} \vec{k} \cdot \vec{v}\right]^{-1}\right\rangle^{-1}\right\}  \tag{3.15}\\
x\langle n(\vec{k}, w)\rangle
\end{gather*}
$$

This relation defines the "renormalized" diffusion coefficient

$$
\begin{equation*}
D=D_{0}+k^{-2}\left\langle i \vec{k} \cdot \vec{v}\left[1+i G_{0} \vec{k} \cdot \vec{v}\right]^{-1}\right\rangle\left\langle\left[1+i G_{0} \vec{k} \cdot \vec{v}\right]^{-1}\right\rangle^{-1} \tag{3.16}
\end{equation*}
$$

D is an operator which is, using translational invariance and stationarity of the fluid, diagonal in the $\vec{k}, w$ representation. From eqs. (3.1), (3.15) and (3.16) it then follows that the mean tagged particle density satisfies the diffusion equation with the renormalized diffusion coefficient

$$
\begin{equation*}
\left(i \omega-D(\vec{k}, w) k^{2}\right)\langle n(\vec{k}, w)\rangle=0 . \tag{3.17}
\end{equation*}
$$

The macroscopic diffusion propagator is therefore diagonal in the $\vec{k}, \omega$ representation and is given by

$$
\begin{equation*}
G(\vec{k}, w) \equiv-\left(i w-k^{2} D(\vec{k}, w)\right)^{-1} \tag{3.18}
\end{equation*}
$$

In subsequent sections we will evaluate $D$ by expanding the right hand side of eg. (3.16) in fluctuation correlation functions of the fluid. Note also that

$$
\begin{equation*}
G=\left\langle G^{*}\right\rangle \tag{3.19}
\end{equation*}
$$

where $G^{*}$ is the fluctuating diffusion propagator

$$
\begin{equation*}
G^{*} \equiv-\left(i \omega-D_{0} k^{2}-i \vec{k} \cdot \vec{v}\right)^{-1}=\left[1+i G_{0} \vec{k} \cdot \vec{v}\right]^{-1} G_{0} \tag{3.20}
\end{equation*}
$$

Eq. (3.19) can be obtained from eq. (3.16) with some straightforward algebra. See in this connection section 1.2.
3.2 An expansion of the renormalized transport coefficient in correlation functions

In this section we will expand the renormalized transport coefficient in terms of the correlation functions of the fluid. Expanding eq. (3.16) in powers of $\vec{v}$ yields

$$
\begin{align*}
D=D_{0}+ & k^{-2}\left\langle\vec{k} \cdot \vec{v} G_{0} \vec{k} \cdot \vec{v}\right\rangle-i k^{2}\left\langle\vec{k} \cdot \vec{v} G_{0} \vec{k} \cdot \vec{v} G_{0} \vec{k} \cdot \vec{v}\right\rangle \\
& -k^{-2}\left\langle\vec{k} \cdot \vec{v} G_{0} \vec{k} \cdot \vec{v} G_{0} \vec{k} \cdot \vec{v} G_{0} \vec{k} \cdot \vec{v}\right\rangle \\
& +k^{-2}\left\langle\vec{k} \cdot \vec{v} G_{0} \vec{k} \cdot \vec{v}\right\rangle G_{0}\left\langle\vec{k} \cdot \vec{v} G_{0} \vec{k} \cdot \vec{v}\right\rangle+\text { higher order terms } \tag{3.21}
\end{align*}
$$

To second order in $\vec{v}$ one has

$$
\begin{equation*}
D=D_{0}+k^{-2}\left\langle\vec{k} \cdot \vec{v} G_{0} \vec{k} \cdot \vec{v}\right\rangle=D_{0}+D_{1} \tag{3.22}
\end{equation*}
$$

where all contributions are diagonal in $\stackrel{\rightharpoonup}{k}, \omega$ representation due to translational invariance and stationarity of the fluid. We note that $\vec{v}$ in eq. (3.22) should be interpreted as an operator which is diagonal in the $\vec{r}, t$ representation and a convolution operator in the $\vec{k}, w$ representation (c.f. (3.7)). The diagonal elements of $D_{1}$
can now be written as

$$
\begin{equation*}
D_{1}(\vec{k}, \omega)=k^{-2}(2 \pi)^{-4} \int d \vec{k}_{1}^{\prime} d \omega^{\prime} \vec{k} \cdot \vec{S}^{v v}\left(\vec{k}^{\prime}, w^{\prime}\right) \cdot\left(\vec{k}-\vec{k}^{\prime}\right) G_{0}\left(\vec{k}-\vec{k}^{\prime}, \omega-w^{\prime}\right) \tag{3.23}
\end{equation*}
$$

where the correlation function of $\vec{v}$ is given by

$$
\begin{equation*}
\left\langle\vec{v}(\vec{k}, \omega) \vec{v}^{*}\left(\vec{k}^{\prime}, w^{\prime}\right)\right\rangle=(2 \pi)^{4} \overrightarrow{\vec{S}}^{v v}(\vec{k}, w) \delta(\vec{k}-\vec{k}) \delta\left(w-\omega^{\prime}\right) \tag{3.24}
\end{equation*}
$$

For an isotropic incompressible fluid we furthermore have

$$
\begin{equation*}
\overrightarrow{\vec{\rightharpoonup}}(\vec{k}, w)=\left(1-\frac{\vec{k} \vec{k}}{k^{2}}\right) \stackrel{\rightharpoonup}{S}_{t r}^{v v}(\vec{k}, w) \tag{3.25}
\end{equation*}
$$

Substituting eq. (3.25) into eq. (3.6) we therefore have

$$
\begin{equation*}
D_{1}(\vec{k}, \omega)=k^{-2}(2 \pi)^{-4} \int d \vec{k}^{\prime} d \omega^{\prime}\left(k^{2}-k^{1^{-2}}\left(\overrightarrow{k^{\prime}} \cdot \vec{k}\right)^{2}\right) S_{t r}^{v v}\left(\vec{k}^{\prime}, w^{\prime}\right)-G_{0}\left(\vec{k}-k^{\prime}, \omega-\omega^{\prime}\right) \tag{3.26}
\end{equation*}
$$

or in $\vec{k}$, $t$ representation

$$
\begin{equation*}
D_{1}(\vec{k}, t)=k^{-2}(2 \pi)^{-3} \int d \vec{k}^{\prime}\left(k^{2}-k^{-2}\left(\vec{k}^{\prime} \cdot \vec{k}\right)^{2}\right) S_{t r}^{w}\left(\vec{k}^{\prime}, t\right) G_{0}\left(\vec{k}-\vec{k}^{\prime}, t\right) \tag{3.27}
\end{equation*}
$$

This is the memory kernel for the diffusion process.
The coefficient $D_{1}(\vec{k}, \omega)$ as given in eq. (3.26) will in general diverge because we use a continuum description of the system. One therefore has to impose a cut off $k_{o}$ in $k$ space where $k_{o}$ is of the order of an inverse molecular length. The coefficient $D_{l}(\vec{k}, t)$ does not suffer from this drawback, however the answer will only be reliable for sufficiently small $k$ and sufficiently large $t$. As a final remark we note that $G_{0}(\vec{k}, t)$ is according to eq. (3.9) given by

$$
G_{0}(\vec{k}, t)=-\frac{1}{2 \pi} \int d \omega e^{-i \omega t}\left(i \omega-D_{0} k^{2}\right)^{-1}=\left\{\begin{array}{cc}
0 & \text { if } t<0  \tag{3.28}\\
e^{-k^{2} D_{0} t} \text { if } t \geqslant 0
\end{array}\right.
$$

and therefore satisfies a causality condition. Consequently $D_{1}(k, t)$ satisfies a similar causality condition.

### 3.3 The long time behaviour of the diffusion memory kernel, and the

 $\stackrel{\rightharpoonup}{\mathrm{k}}, \omega$ dependent renormalized diffusion constantIn this section we will first evaluate the memory kernel $D_{1}(k, t)$ as given in eq. (3.27). For this purpose we shall first use the fluid correlation function, as found from linearized hydrodynamics with constant coefficients. We will come back to the more general case at the end of this section. The correlation function $S_{t r}^{v v}$ for hydrodynamic values of $k$ and $t$ is then given by [15]

$$
\begin{equation*}
S_{t r}^{v v}(k, t)=\rho_{0}^{-1} k_{B} T_{0} \exp \left(-\nu k^{2}|t|\right) \tag{3.29}
\end{equation*}
$$

where $k_{B}$ is Boltzmann's constant and $\nu$ the kinematic viscosity. Substitution of eqs. (3.28) and (3.29) into eq. (3.27) yields

$$
D_{1}(k, t)=\left\{\begin{array}{l}
0 \text { if } t<0 \\
\frac{1}{2} \rho_{0}^{-1} k_{B} T_{0}(2 \pi)^{-2} \int_{-\infty}^{\infty} d k^{\prime} \int_{-1}^{1} d \xi k^{\prime 2}\left(1-\xi^{2}\right) \exp \left[-t \nu k^{\prime 2}-t D_{0}\left(k^{2}+k^{2}-2 k k^{\prime} \xi\right)\right](3.30) \\
\text { if } t>0
\end{array}\right.
$$

Performing the integrals one obtains for hydrodynamic times and wave vectors

$$
\begin{equation*}
D_{1}(k, t)=\frac{2}{3} \rho_{0}^{-1} k_{B} T_{0}\left[4 \pi t\left(\nu+D_{0}\right)\right]^{-3 / 2} f\left(\frac{k^{2} t D_{0}^{2}}{\nu+D_{0}}\right) \exp \left(-\frac{k^{2} D_{0} \nu t}{\nu+D_{0}}\right) \text { if } t>0 \tag{3.31}
\end{equation*}
$$

where

$$
\begin{equation*}
f(\alpha)=\frac{3}{2} \alpha^{-1}\left[1+\frac{i}{2} \sqrt{\pi} \alpha^{-1 / 2} e^{-\alpha} \operatorname{erf}(i \sqrt{\alpha})\right] \tag{3.32}
\end{equation*}
$$

The notation erf indicates the error function. Furthermore $f(\alpha)$ is positive and real for positive values of $\alpha$. For small values of $\alpha$

$$
\begin{equation*}
f(\alpha)=1-\frac{2}{5} \alpha+\theta\left(\alpha^{2}\right) \tag{3.33}
\end{equation*}
$$

For large values of $\alpha$

$$
\begin{equation*}
f(\alpha)=\frac{3}{4} \alpha^{-2}[1+2 \alpha]+\theta\left(\alpha^{-3}\right) \tag{3.34}
\end{equation*}
$$

For $k=0$ one finds the usual form

$$
\begin{equation*}
D_{1}(0, t)=\frac{2}{3} \rho_{0}^{-1} k_{B} T_{0}\left[4 n t\left(\nu+D_{0}\right)\right]^{-3 / 2}, t>0 \tag{3.35}
\end{equation*}
$$

For $k$ larger than zero one can distinguish two regions in which the time dependence is essentially different

$$
D_{1}(k, t)= \begin{cases}\frac{2}{3} \rho_{0}^{-1} k_{B} T_{0}\left[4 \pi t\left(\nu+D_{0}\right)\right]^{-3 / 2} & \text { if } 0 \leq \frac{k^{2} t D_{0}}{D_{0}+\nu} \max \left\{v_{1} D_{c}\right\} \ll 1  \tag{3.36}\\ \frac{3}{4 \pi} \frac{k^{2} D_{0}^{2}}{\left(D_{0}+\nu\right)^{2}} \rho_{0}^{-1} k_{B} T\left[4 n t\left(\nu+D_{0}\right)\right]^{-1 / 2} \exp \left(-\frac{k^{2} y D_{0} t}{\nu+D_{0}}\right) \text { if } \frac{k^{2} t D_{0}^{2}}{D_{0}+\nu} \gg 1\end{cases}
$$

In the general case when the transport coefficients of the fluid are wave vector and frequency dependent, eq. (3.29) is still valid asymptotically for large times using the values of the transport coefficients in the hydrodynamic limit

$$
\left(\lim _{w \rightarrow 0} \lim _{k \rightarrow 0}\right)
$$

These transport coefficients may then also be interpreted as the renormalized coefficients of the fluid. All the results derived in this section for the long time tails are therefore still valid asymptotically in this order of the expansion ( 3.21 ). In a subsequent section we will discuss the behaviour of higher order terms in eq. (3.2l). These contain, it turns out, next to faster decaying terms, contributions to the asymptotic $t^{-3 / 2}$ behaviour. It should also be mentioned that the $t^{-7 / 4}$ contribution to the long time behaviour of $D(0, t)$ found by Pomeau [8] and Ernst and Dorfmann $[10]$ would follow if one takes into account a term proportional to $k^{\frac{1}{2}}$ in the viscosity of the fluid, as found by these authors.

We shall now calculate the diffusion coefficient $D(k, w)$ as given in eq. (3.26) by choosing a suitable molecular cut off wave vector $k_{0}$. The correlation function in the ( $k, w$ ) representation is

$$
\begin{equation*}
S_{t r}^{v v}(k, w)=2 \frac{k_{B} T_{0}}{\rho_{0}} \frac{\nu k^{2}}{\omega^{2}+\nu^{2} k^{4}}, \tag{3.37}
\end{equation*}
$$

the Fourier transform of eq. (3.30). Substitution of eqs. (3.9) and (3.37) into eq. (3.26) yields

$$
\begin{equation*}
D_{1}(k, \omega)=\frac{k_{B} T_{0}}{4 \pi^{3} p_{0}} \int_{0}^{k_{0}} d k^{\prime} \int_{-1}^{1} d \xi \int_{-\infty}^{\infty} d \omega^{\prime} k^{\prime 2}\left(\xi^{2}-1\right) \frac{\nu k^{\prime 2}}{\omega^{\prime 2}+\nu^{2} k^{\prime 4}}\left[i\left(\omega-\omega^{\prime}\right)-D_{0}\left(k^{2}+k^{\prime 2}-2 k k^{\prime} \xi\right)\right]^{-1} \tag{3.38}
\end{equation*}
$$

If one evaluates the integral in eq. (3.38) one obtains

$$
\begin{equation*}
D_{1}(k, \omega)=\frac{k_{B} T_{0}}{3 \pi^{2}\left(D_{0}+\nu\right) \rho_{0}}\left\{k_{0}-\frac{3}{8} \pi\left(D_{0}+\nu\right)^{-1 / 2}\left(D_{0} k^{2}-i \omega\right)^{1 / 2} f(r)\right\} \tag{3.39}
\end{equation*}
$$

with

$$
\begin{equation*}
r \equiv\left(\frac{D_{0}}{D_{0}+\nu}\right)^{1 / 2}\left(1-\frac{i \omega}{D_{0} k^{2}}\right)^{-1 / 2} \text { and } f(r) \equiv\left(1-\frac{1}{2} r^{2}\right) \sqrt{1-r^{2}}+\frac{1}{2} r^{-3} \arcsin r \tag{3.40}
\end{equation*}
$$

For small values of $|r|$, which is the case if $D_{0} k^{2} \ll|\omega|$, one has

$$
\begin{equation*}
f(r)=\frac{4}{3}-\frac{2}{5} r^{2}+\theta\left(r^{4}\right) \tag{3.41}
\end{equation*}
$$

so that

$$
\begin{equation*}
D_{1}(0, \omega)=\frac{k_{B} T_{0}}{3 \Pi^{2}\left(D_{0}+\gamma\right) \rho_{0}}\left\{k_{0}-\frac{1}{2} \pi\left(D_{0}+\gamma\right)^{-1 / 2}(-i \omega)^{1 / 2}\right\} \tag{3.42}
\end{equation*}
$$

Furthermore one finds that

$$
\begin{equation*}
D_{1}(k, 0)=\frac{k_{B} T_{0}}{3 \pi^{2}\left(D_{0}+\gamma\right) \rho_{0}}\left[k_{0}-\frac{3}{8} \pi k\left(\frac{D_{0}}{D_{0}+\nu}\right)^{1 / 2} f\left(\left(\frac{D_{0}}{D_{0}+\nu}\right)^{1 / 2}\right)\right] \tag{3.43}
\end{equation*}
$$

In the zero frequency and wave vector limit we find

$$
\begin{equation*}
D_{1}(0,0)=\lim _{\omega \rightarrow 0} \lim _{k \rightarrow 0} D_{1}(k, w)=\lim _{k \rightarrow 0} \lim _{w \rightarrow 0} D_{1}(k, w)=\frac{k_{B} T_{0} k_{0}}{3 \pi^{2}\left(D_{c}+\nu\right) \rho_{0}} \tag{3.44}
\end{equation*}
$$

If the tagged particle is sufficiently large so that $D_{0}=0$, eq. (3.44) gives, with $\eta=\nu \xi_{0}$ the viscosity,

$$
\begin{equation*}
D(0,0)=\frac{k_{13} T_{0} k_{0}}{3 \pi^{2} \eta} \tag{3.45}
\end{equation*}
$$

This is the Stokes-Einstein law if one chooses the cut off equal to

$$
\begin{equation*}
k_{0}=\Pi(\text { diameter })^{-1}=\frac{1}{2} \Pi R^{-1} \tag{3.46}
\end{equation*}
$$

where $R$ is the radius of the tagged particles. See for a proper derivation of this result ref. 30 .

### 3.4 Expansion of the renormalized diffusion coefficient in terms of the renormalized diffusion propagator

If one investigates the behaviour of the higher order terms in the expansion ( 3.21 ) one finds that they also contain contributions to the $t^{-3 / 2}$ long time behaviour, next to faster decaying terms. Some of these contributions can easily be resummed and then lead for $\mathrm{k}=0$ to an asymptotic time behaviour

$$
\begin{equation*}
D^{r}(k=0, t)=\frac{2}{3} \rho_{0}^{-1} k_{B} T_{0}\left[4 \Pi t\left(\nu+D_{0}+D_{1}(k=0, w=0)\right]^{-3 / 2}\right. \tag{3.47}
\end{equation*}
$$

where $D^{r}$ is the resummed part of $D$ and where $D_{1}(k=0, w=0)$ is given by the second order approximation to $D(k, \omega)$, eq. (3.44).

Formula (3.41) suggests that summation over all the contributions to the $t^{-3 / 2}$ behaviour leads to the asymptotic formula

$$
\begin{equation*}
D(k=0, t)=\frac{2}{3} p_{0}^{-1} k_{B} T_{0}\left[4 \pi t(\nu+D(k=0, \omega=0)]^{-3 / 2}\right. \tag{3.48}
\end{equation*}
$$

containing the full rather than the bare diffusion coefficient. Eq. (3.48) could be obtained by extensive partial resummation as is in fact done by Kawasaki [4] in the context of the mode-mode coupling theory. We shall obtain this result here by an alternative method, without the use of resummation techniques.

In order to proceed with our analysis we rewrite the full diffusion propagator eq. (3.18) in the form

$$
\begin{equation*}
G=-\left(i \omega-k^{2} D\right)^{-1}=G_{0}-G_{0} k^{2}\left(D-D_{0}\right) G=\left[1+G_{0} k^{2}\left(D-D_{0}\right)\right]^{-1} G_{0} \tag{3.49}
\end{equation*}
$$

With the help of this equality one can rewrite after some straight forward algebra the general formula (3.16) for the diffusion coefficient in the form

$$
D-D_{0}=k^{-2}\left\langle i \vec{k} \cdot \vec{v}\left[1-G\left[k^{2}\left(0-D_{0}\right)-i \vec{k} \cdot \vec{v}\right\}\right]^{-1}\right\rangle \cdot\left\langle\left[1-G\left\{k^{2}\left(D-D_{0}\right)-i \vec{k} \cdot \vec{v}\right\}\right]^{-1}\right\rangle^{-1}(3.50)
$$

The right hand side can be expanded in powers of correlation functions of $\vec{v}$ and of $\left(D-D_{0}\right) k^{2}$. The quantity $\left(D-D_{0}\right) k^{2}$ can then be elimina. ted from the r.h.s. by iteration. The result is an expansion for $\left(D-D_{o}\right) k^{2}$ in terms of correlation functions of $\vec{v}$, but always contains the full diffusion propagator rather than the bare one. Up to second order one finds

$$
\begin{equation*}
D-D_{0}=+k^{-2}\langle\vec{k} \cdot \vec{v} \in \vec{k} \cdot \vec{v}\rangle \tag{3.51}
\end{equation*}
$$

This expression which has again the well known mode-mode coupling form gives, for the asymptotic long time behaviour, after an analysis similar to the one in section 3.3 the result (3.48).

If one analyses the contributions of fourth order in $\vec{v}$ (assuming $\vec{V}$ to be a Gaussian process for hydrodynamic $k, w, s o$ that odd orders in $\overrightarrow{\mathrm{V}}$ vanish) one finds that these decay for $k=0$ as $t^{-2}$. The sixth order contributions, which have also been analysed, decay as $t^{-5 / 2} \ln t$ For details of this analysis we refer to reference [3].

To summarize, it would therefore seem that an expansion starting from formula ( 3.50 ), in terms of the fluid correlation functions and the renormalized diffusion propagator, is indeed a systematic one for the long time behaviour and that eq. (3.48) is asymptotically correct to all orders.
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## I. INTRODUCTION

It is well-known that the official, common language for physics is not English but "broken English". You have already all realised that the language which I speak is, instead, "awfully-broken English", I apologize for this and I hope that, nevertheless, you will understand me.

The aim of my talks here will be to remind you of a few fundamental ideas on the special character of the transport equations, i.e., the equations governing the irreversible behaviour of macroscopic systems. I will not give an account here of the results obtained recently by the Brussels group, which can be regarded as a rigorous mechanical theory of irreversibility. These will be presented to you by Professors Prigogine and Mayné. Instead, I will deal with the ideas underlying the various derivations of transport equations as they have appeared in the literature during the last fifteen years. I hope that my talks will make the comparison of these approaches to irreversibility easier for you.

The question of whether the world is actually reversible or not, is irrelevant here. Irreversibility may be seen as an objective property of Nature, and thus one could think, for instance, that some ten thousand millions years ago a creation process was begun and that since that time the world has been evolving irreversibly towards a so-called " $\Omega$-point". On the other hand, irreversibility may also be considered as a "human illusion" according to von Smoluchowski. The important point for us is that, whenever we observe macroscopic systems, the results which we find are the same as if the systems were behaving irreversibly. This irreversible behaviour is expressed by means of equations which are said to be "irreversible". These are for instance the phenomenological equations.

In thermodynamics, irreversibility is introduced for an isolated system through the inequality

$$
\begin{equation*}
\mathrm{d} \mathrm{~S} / \mathrm{dt}>0 . \tag{1.1}
\end{equation*}
$$

This inequality means that every real process which takes place in an isolated system increases its entropy. According to Gibbs,
entropy is defined in statistical mechanics as

$$
\begin{equation*}
S=-k \overline{\ln \rho} \tag{1.2}
\end{equation*}
$$

where $k$ is Boltzmann's constant and $\rho$ is the probability density in phase space associated with the system. The bar denotes the corresponding ensemble average. Since the ensemble probability density is in general time-dependent, the entropy defined in formula (1.2) seems also to be time-dependent. However, the probability density satisfies the Liouville theorem

$$
\begin{equation*}
d \rho / d t=0 \tag{1.3}
\end{equation*}
$$

and with the use of (1.3) it is very easy to prove that the definition (1.2) implies

$$
\begin{equation*}
d s / d t=0 . \tag{1.4}
\end{equation*}
$$

Expressions (1.1) and (1.4) are in contradiction because the latter means that it is possible for an isolated system not in equilibrium to evolve kepeping its entropy constant. Indeed, to obtain equation (1.1) we have not made use of any steady state condition for $\rho$. The contradiction between (1.1) and (1.4) arises as a consequence of the use of Liouville's theorem (1.3).

Let us now review briefly the methods by means of which statistical mechanics is able to describe macroscopic systems from microscopic laws. This review will aid us in understanding the reasons behind the contradiction involved in the statistical definition of entropy and, moreover, will give us the procedure for removing the difficulties. We will see that the mechanical evolution involves no irreversibility at all. In order to obtain irreversible equations it will be necessary to interrupt the dynamical evolution at every instant of time.

After that, we will deal with the most famous transport equation, the Boltzmann equation, and we will try to investigate how irreversibility is involved in it. We will review one of the methods (due to Van Hove) for introducing irreversibility into reversible equations and we will see how this method is applied to derive some irreversible equations, namely: the Prigogine-Brout, the Langevin, the FokkerPlanck and the Choh-Thlenbeck equations.

Perhaps some if not all of the topics of my talks are already familiar to most of you. However I think that it is sometimes necessary to review the things which we know from a unified point of view. And it is now a good time to do this because Professors Prigogine and Mayné will deal with the same problems from a different
viewpoint. In any case, I am sure that you will be amused when you hear me present matters well known to you in a way that will indeed be worse than if you had done it yourselves.

## II. GENERAL REMARKS ON IRREVERSIBILITY

2. Statistical description of a system

Perhaps the most characteristic feature of the microscopic and macroscopic descriptions of a large system is the amount of information that each one of them gives us about the system. Indeed, the exact microscopic description involves an enormously large number of parameters (of the order of the number of internal degrees of freedom of the system); on the other hand, for a macroscopic description one only needs to specify the values of a small number of variables (such as volume, energy, etc.). We say that by means of the macroscopic description one specifies macrostates of the system and we give the name of microstates to the different states described microscopically So it is clear that for a particular macrostate of the system there are many microstates compatible with it. In other words, by passing from the microscopic description to the macroscopic one, one loses information.

The Gibbs, ensemble method for treating statistical mechanics consists in considering for each macrostate of the system an ensemble of equivalent independent systems, all of them in the same macrostate but realising each one of them through a different microstate among those compatible with the given mecrostate. This ensemble is represented in the phase space of the system as a cloud of representative points and is characterised by the so-called density in phase space, which for a given point of phase space at a given instant of time is proportional to the number of representative points around the given point in phase space at that time. Thus one can define the probability of a microstate at a given time as being proportional to the density in phase space for the phase point corresponding to the given microstate. In order to associate with each macrostate of the system a density in phase space it is necessary to introduce an "a priori" statistical postulate. The most natural one is that the relative probabilities of finding the system in specified regions of the phase space are proportional to the volume of these regions if they represent equally well the information which we have about the system.

Let us now emphasize that the statistical description, to which
we are here referring, reflects the lack of microscopic information which we have about our system. Indeed, instead of specifying our system by means of its microstate (as would be the case in the mechanical or microscopic description), we specify only the probability of a microstate; that is, we deal with a set of many points in a small region of phase space instead of with only one point.
3. Natural motion in phase space

As a consequence of the equations of motion, each one of the representative points in phase space is moving throughout the access. ible region of this space. This motion will be referred to as the natural motion. Therefore the number of representative points in a fixed region of phase space will in general change with time.

Since representative points can neither be created nor annihila. ted in the course of motion, their flow in phase space must be conservative, that is

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=-\operatorname{div}(\vec{v} \rho)=-\vec{v} \cdot \operatorname{grad} \rho-\rho \operatorname{div} \vec{v} . \tag{3.1}
\end{equation*}
$$

Here

$$
\begin{equation*}
\rho=\rho(t)=\rho\left(\vec{r}^{N} \cdot \vec{p}^{N} ; t\right)=\rho\left(\vec{r}_{1}, \ldots, \vec{r}_{N}, \vec{p}_{4}, \ldots, \vec{p}_{N} ; t\right) \tag{3.2}
\end{equation*}
$$

is the probability density in phase space, which depends on the dynamical variables of the system composed of $N$ point-particles as well as on the time; and

$$
\begin{equation*}
\vec{v}=\left(\dot{\vec{r}}^{N}, \dot{\vec{p}}^{N}\right), \operatorname{div} \vec{v}=\sum_{j=1}^{N}\left(\frac{\partial}{\partial \vec{r}_{j}} \cdot \dot{\vec{r}}_{j}+\frac{\partial}{\partial \vec{p}_{j}} \cdot \dot{\overrightarrow{p_{j}}}\right), \operatorname{grad} \rho=\sum_{j=1}^{N}\left(\frac{\partial \rho}{\partial \vec{r}_{j}}+\frac{\partial \rho}{\partial \vec{P}_{j}}\right) . \tag{3.3}
\end{equation*}
$$

Now, using Hamilton's equations

$$
\begin{equation*}
\dot{\vec{r}}_{j}=\frac{\partial H}{\partial \stackrel{\rightharpoonup}{p}_{j}}, \dot{\vec{p}}_{j}=-\frac{\partial H}{\partial \vec{r}_{j}} \quad(j=1, \ldots, N) \tag{3.4}
\end{equation*}
$$

where $H=H\left(\vec{r}^{N} \cdot \vec{p}^{N}\right)$ is the Hamiltonian function of the system, we get

$$
\begin{equation*}
\operatorname{div} \vec{v}=0 \tag{3.5}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\frac{d \rho}{d t}=\frac{\partial \rho}{\partial t}+\sum_{j=1}^{N}\left(\frac{\partial \rho}{\partial \vec{r}_{j}} \cdot \dot{\vec{r}}_{j}+\frac{\partial \rho}{\partial \vec{p}_{j}} \cdot \dot{\vec{p}}_{j}\right)=\frac{\partial \rho}{\partial t}+\vec{v} \cdot \operatorname{grad} \rho=0 . \tag{3.6}
\end{equation*}
$$

This equation means that the density in phase space (proportional to $\rho$ ) remains constant around a moving point; that is, the probability density is an integral of the motion. This is one of the forms of Liouville's theorem, which states that the cloud of representative points moves like an incompressible fluid. By introducing Liouville's operator

$$
\begin{equation*}
L=-i \vec{v} \cdot \operatorname{grad}=i \sum_{j=1}^{N}\left(\frac{\partial H}{\partial \vec{r}_{j}} \cdot \frac{\partial}{\partial \vec{p}_{j}}-\frac{\partial H}{\partial \vec{p}_{j}} \cdot \frac{\partial}{\partial \vec{r}_{j}}\right) \tag{3.7}
\end{equation*}
$$

equation (3.6) becomes

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=-i L \rho \tag{3.8}
\end{equation*}
$$

which is known as Liouville's equation and provides us with the time variation of the probability density for a fixed point in phase space. It is important to emphasize that this variation of $\rho(t)$ is entirely due to the natural motion of the representative points, that is to a mechanical motion. It is for this reason that one can say that equations (3.4) and (3.8) are equivalent, since both equations describe the natural motion of the system.

Hamilton's equations must be used to find the microstate of the system at a time $t$ if its microstate at time $t=0$ is known; whereas the Liouville equation must be used to find the probability at time $t$ of a given microstate if its probability at time $t=0$ is known. In both cases the same dynamical problem must be solved.

Natural motion may also be seen as a set of transformations which for any time $t$ map the phase space onto itself. These transformations are induced by the equations of motion (3.4) and have the property (equivalent to Liouville's theorem) that they conserve volume, that is, the volume of a region $d \Gamma_{0}=d \vec{r}_{0}^{N} d \vec{p}_{0}^{N} \quad$ of phase space is equal to the volume of the transformed region $d \Gamma_{t}=d \vec{r}_{\mathbf{t}}^{N} d \vec{p}_{t}^{N}$. This property is easily proved by writing

$$
\begin{equation*}
d \Gamma_{0}=J d \Gamma_{t} \tag{3.9}
\end{equation*}
$$

where $J$, the jacobian of the transformation, is equal to unity by virtue of Hamilton's equations.

Since the density in phase space is proportional to the probability density, the number of representative points at time $t_{0}$ in a given infinitesimal region of volume dro around ( $\vec{r}_{0}{ }_{0}, \vec{p}_{o}^{N}$ ) is proportional to $\rho\left(\vec{r}_{0}^{N} . \vec{p}_{0}^{N} ; t_{0}\right) d \Gamma_{0}$. Now $\rho\left(\vec{\Gamma}_{t}^{N}, \vec{p}_{t}^{N} ; t\right) d \Gamma_{t}$ is proportional to the number of representative points in the transformed region, which at time $t$ contains the representative points of the original region.

Hence

$$
\begin{equation*}
\rho\left(\vec{r}_{0}^{N}, \vec{p}_{0}^{N} ; t_{0}\right) d r_{0}=\rho\left(\vec{r}_{t}^{N}, \vec{p}_{t}^{N} ; t\right) d \Gamma_{t} . \tag{3.10}
\end{equation*}
$$

Since the volumes $d \Gamma_{0}$ and $d \Gamma_{t}$ are equal, one returns to the preceding form (3.6) of Liouville's theorem: $d \rho / d t=0$. From this latter derivation of Liouville's theorem it is also evident that the equation for the variation of the probability density is equivalent to Hamilton's equations.

Formally the solution of Liouville's equation (3.8) can be written as

$$
\begin{equation*}
\rho\left(\vec{r}^{N}, \vec{p}^{N} ; t\right)=e^{-i t L} \rho\left(\vec{r}^{N} \cdot \vec{p}^{N} ; 0\right) . \tag{3.11}
\end{equation*}
$$

Here it is quite easy to see that $\rho(t)$ involves the same lack of microscopic information as $\rho(0)$. Indeed the operator $e^{-i t L}$ with the aid of which one passes from $\rho(0)$ to $\rho(t)$ is a mechanical one (see eq. (3.7)) and no loss of information is involved.

Therefore, the time variation of $\rho$ as expressed by equation (3.8) implies no loss of information at all. The initial information which we have about our system is preserved during its natural motion.

## 4. Entropy and information

We have said that when one passes from the microscopic description to the macroscopic one, one loses information. Let us now look for a quantity measuring the lack of information which we have about our system when its state is described in terms of 9 . Using information theory it is possible to show that the lack of information is given by

$$
\begin{equation*}
I=-k \int_{\Gamma} \rho \ln \rho d \Gamma \tag{4.1}
\end{equation*}
$$

For systems in equilibrium this expression is identical to the statistical entropy if $k$ is Boltzmann's constant. Indeed, for an isolated system in equilibrium, $\rho$ is uniform throughout the accessible region $\Omega$ of phase space as a consequence of the postulate of equal a priori probabilities. Then: $\rho=1 / W$, where $W=\int_{\Omega} d \Gamma$ is a measure of the number of microstates in the region $\Omega$. Thus

$$
\begin{equation*}
I=k \int_{\Omega} \frac{1}{W} \ln W d \Gamma=k \ln \omega . \tag{4.2}
\end{equation*}
$$

The identification of $I$ with the entropy can be done directly since Boltzmann's definition of the entropy in a microcanonical ensemble (which is that corresponding to the isolated system in equilibrium) is

$$
\begin{equation*}
s=k \ln w \tag{4.3}
\end{equation*}
$$

We may also see from expression (4.1) that, among the various ensembles which we could choose for representing an isolated system in equilibrium, the microcanonical ensemble gives us the least amount of microscopic information about the system.

To do this we calculate the maximum of (4.1) for the variable $\rho$ using the condition

$$
\begin{equation*}
\int_{\Omega} \rho d \Gamma=1 . \tag{4.4}
\end{equation*}
$$

Thus:

$$
\delta I=-k \int_{\Omega}(1+\ln \rho) \delta \rho d \Gamma=-k \int_{\Omega}(1+\alpha+\ln \rho) \delta \rho d \Gamma=0
$$

since from (4.4)

$$
\begin{equation*}
\alpha \int_{\Omega} \delta \rho d \Gamma=0 \tag{4,5}
\end{equation*}
$$

Hence, on $\Omega$ one has:

$$
\begin{equation*}
\rho=e^{-(\alpha+1)}=\left[\int_{\Omega} d \Gamma\right]^{-1}=\frac{1}{W} \tag{4.6}
\end{equation*}
$$

which is the probability density of the microcanonical ensembie. Therefore expression (4.3) gives the least amount of information about the isolated system in equilibrium.

Let us now assume that our system is not in equilibrium, but represented by a time-dependent probability density in phase space $\rho\left(\vec{r}^{N} \cdot \overrightarrow{\mathrm{p}}^{N} ; t\right) \quad$. The information which we have about such a system at time $t_{0}$ is given by

$$
\begin{equation*}
I=-k \int_{\Gamma} \rho\left(\vec{r}_{0}^{N}, \vec{p}_{0}^{N} ; t_{0}\right) \ln \rho\left(\vec{r}_{0}^{N} \cdot \vec{p}_{0}^{N}: t_{0}\right) d \Gamma_{0} \tag{4.7}
\end{equation*}
$$

Using Liouville's theorem,

$$
\begin{equation*}
\rho\left(\vec{r}_{0}^{N}, \vec{p}_{0}^{N} ; t_{0}\right)=\rho\left(\vec{r}_{t}^{N} \cdot \vec{p}_{t}^{N} ; t\right), \tag{4.8}
\end{equation*}
$$

we also have

$$
\begin{equation*}
I=-k \int_{\Gamma} \rho\left(\vec{r}_{t}^{N} \cdot \vec{p}_{t}^{N} ; t\right) \ln \rho\left(\vec{r}_{t}^{N} \cdot \vec{p}_{t}^{N} ; t\right) d r_{t} . \tag{4.9}
\end{equation*}
$$

We have written here $d \Gamma_{t}$ instead of $d \Gamma_{0}$, because in doing so the integral, which is taken over the whole phase space, does not change its value. We now change the variables of integration and obtain

$$
\begin{equation*}
I=-k \int_{\Gamma} \rho\left(\vec{r}_{0}^{N}, \vec{p}_{0}^{N} ; t\right) \ln \rho\left(\vec{r}_{0}^{N}, \vec{p}_{0}^{\prime \prime} ; t\right) d \Gamma_{0} . \tag{4.10}
\end{equation*}
$$

Comparison of (4.7) and (4.10) shows that the information does not change with time as a consequence of the dynamical evolution of the system. This result is the same as what we obtained by looking into the formal solution of Liouville's equation (3.11).

In view of this result we conclude that the entropy of a system as defined by (4.1) cannot change during the evolution. This contradicts the laws of macroscopic systems. However, Boltzmann's definition of entropy (4.3) agrees with the Second Principle of Thermodynamics and gives correct results for systems in equilibrium.

It is clear that we might study the irreversible behaviour of a system from two different viewpoints. Consider, for instance, an isolated system in equilibrium with an internal constraint. With this system we associate a microcanonical ensemble, and we calculate the value of $W$ and - by means of the definition (4.3) - the entropy of the system. We then remove the internal constraint and, after some time, the system reaches a new state of equilibrium. We associate now another microcanonical ensemble with the system and calculate the new value of $W$ and the entropy in the new state of equilibrium by means of (4.3). It is well-known that the entropy of the new state is larger than the initial one:

$$
\begin{equation*}
s_{f}>s_{i} \tag{4.11}
\end{equation*}
$$

The reason for this is that the number of microstates compatible with the final macroscopic situation is much larger than the number of microstates compatible with the initial macrostate. Considering expression (4.2), we conclude that there is more information in the initial situation than in the final one. We have lost information when we have changed the microcanonical ensemble.

We may also try to solve the same problem in a different way. Consider, as before, the isolated system in equilibrium with an internal constraint. Then the constraint is removed and a non-
equilibrium ensemble, characterised by a time dependent probability density $\rho(t)$, is associated with the system. From what we have said until now, we know that our information about the system will not change with time. Therefore, the entropy will remain constant and we cannot describe the irreversible process which actually takes place in the isolated system by means of the variation of the density $\rho(t)$.

Irreversibility is therefore associated with a loss of information but this loss of information is not the one implied by the mechanical statistical description. The lack of microscopic information in the statistical description is entirely contained in $\rho(t)$; given by (4.1) and conserved during the natural motion of the system. To obtain irreversibility it is necessary to introduce an additional lack of information.

In the study of the irreversible behaviour of the isolated system which we did by means of the two microcanonical ensembles, the additional lack of information was introduced when we changed the representative equilibrium ensemble. On the other hand, the study of the same problem by means of a non-stationary ensemble has shown that the introduction of an additional lack of information is something that cannot be done by the system itself during its mechanical evolution.

Let us oonsider the problem once again in a slightly different way by assuming that our isolated system is in a given microstate $m_{0}$ at time $t=0$. At a later time, $t$, its microstate will be $m_{t}$. Consider now the set $\left\{m_{0}\right\}$ of all microstates compatible with the initial macrostate $M_{0}$. It is evident that at time $t$ the set $\left\{m_{0}\right\}$ will be transformed into the set $\left\{m_{t}\right\}$. Is the set $\left\{m_{t}\right\}$ the same as the set of all microstates compatible with the macrostate $\boldsymbol{M}_{\mathbf{t}}$ of the system at time $t$ ? Of course not, because the number $W\left(M_{t}\right)$ of microstates compatible with $M_{t}$ must be larger than the number $W\left(M_{0}\right)$ of microstates compatible with $M_{0}$. The number of microstates in the set $\left\{m_{t}\right\}$ is however equal to the number of microstates in $\left\{m_{0}\right\}$. Since the mechanical evolution cannot increase the number of microstates and, on the other hand, the information depends here on the number of possible microstates, one must conclude that the mechanical evolution never can imply irreversibility (loss of information).

## 5. Coarse-grained probability densities

The loss of information implied in the change from the microscopic description to the statistical is enough to derive the macroscopic equilibrium properties of large systems but, on the other hand, is not enough to give an account of irreversibility. The reason for this failure of the statistical description presented above is that the probability density in phase space (which replaces in this description the mechanical microstate of the system) is still too fine a quantity because its evolution is given by Liouville's equation which is a purely mechanical equation. We may think, therefore, that we could solve our difficulties if we describe our system by means of a less fine probability density - one which does not satisfy Liouville's equation.

To define this probability density we divide the phase space into fixed small cells and average the original probability density (which we shall refer to as the fine-grained probability density) over each one of the cells. Let $\gamma_{i}$ be one of these cells and $\mu\left(\gamma_{i}\right)$ its volume:

$$
\begin{equation*}
\mu\left(r_{i}\right)=\int_{r_{i}} d \Gamma \tag{5.1}
\end{equation*}
$$

The average of $\rho(t)$ on this cell is given by

$$
\begin{equation*}
P_{i}(t)=\frac{1}{\mu\left(r_{i}\right)} \int_{\gamma_{i}} \rho(t) d \Gamma \tag{5.2}
\end{equation*}
$$

and will be referred to as coarse-grained probability density. We assume that the only information which we have about our system is represented by the coarse-grained probability density and therefore that the fine-grained probability density which would give us much more information, is unknown.

It is clear that

$$
\begin{equation*}
\int_{r_{i}} P_{i}(t) d \Gamma=P_{i}(t) \mu\left(r_{i}\right)=\int_{r_{i}} \rho(t) d \Gamma \tag{5.3}
\end{equation*}
$$

because $P_{i}(t)$ is uniform in the cell $\gamma_{i}$. Moreover, if $\rho(t)$ is normalized to unity

$$
\begin{equation*}
\sum_{i} P_{i}(t) \mu\left(r_{i}\right)=\int_{\Gamma} \rho(t) d \Gamma=1 . \tag{5.4}
\end{equation*}
$$

The summations over the cells can be replaced by integrations over the whole phase space in the form

$$
\begin{equation*}
\sum_{i} P_{i}(t) \mu\left(\gamma_{i}\right)=\int_{\Gamma} P(t) d \Gamma=1 \tag{5.5}
\end{equation*}
$$

where $P(t)=P\left(\vec{r}^{\mu} \cdot \vec{p}^{\mu} ; t\right)$ is proportional to the probability that the representative point of the system is in the cell $\mathbf{r}_{i}=\Delta \vec{r}^{\prime \prime} \Delta \vec{p}^{N}$ at time $t$. If we now define the entropy

$$
\begin{equation*}
S=-k \int_{\Gamma} P(t) \ln P(t) d \Gamma \text {. } \tag{5.6}
\end{equation*}
$$

in the same way as in (4.1), we may prove as we did for (4.1) that for an isolated system in equilibrium the expression for $P(t)$ which maximizes (5.6) is $P=1 / W$ on the accessible region of phase space, that is, the microcanonical ensemble. Actually, we may describe all equilibrium systems by means of $P(t)$ as well as by means of $\rho(t)$. On the other hand, it is evident that $P_{i}(t)$ does not verify the Liouville equation since

$$
\begin{equation*}
\frac{\partial P_{i}(t)}{\partial t}=\frac{1}{\mu\left(r_{i}\right)} \int_{Y_{i}} \frac{\partial \rho(t)}{\partial t} d \Gamma=\frac{1}{\mu\left(r_{i}\right)} \int_{r_{i}}(-i L \rho(t)) d \Gamma \neq-i L P_{i}(t) . \tag{5.7}
\end{equation*}
$$

Since we do not now have the same mechanical evolution for $\boldsymbol{f}_{i}(t)$ as we had for $\rho(t)$, we may hope that the entropy defined by (5.6) will be a time-dependent function which increases with time.

## 6. Generalized $q$-theorem

To study the time dependence of the above defined entropy, let us introduce the quantity

$$
\begin{equation*}
\eta(t)=\sum_{i} \mu\left(\gamma_{i}\right) P_{i}(t) \ln P_{i}(t) . \tag{6.1}
\end{equation*}
$$

The function $\eta(t)$ depends essentially on the size and character of the cells introduced in our description of the system. Now, since $P_{i}(t)$ is uniform within $\gamma_{i}$,

$$
\begin{equation*}
\eta(t)=\sum_{i} \int_{\Gamma_{i}} P(t) \ln P(t) d \Gamma=\int_{\Gamma} P(t) \ln P(t) d \Gamma \tag{6.2}
\end{equation*}
$$

and we see that the above defined entropy is

$$
\begin{equation*}
S=-k \eta(t) . \tag{6.3}
\end{equation*}
$$

A different form for the $\eta$-function can be obtained by using the definition (5.2) of the coarse-grained probability densities:

$$
\begin{equation*}
\eta(t)=\sum_{i}\left(\int_{r_{i}} \rho(t) d \Gamma\right) \ln P_{i}(t)=\sum_{i} \int_{r_{i}} \rho(t) \ln P_{i}(t) d \Gamma=\int_{P} \rho(t) \ln P(t) d \Gamma=\overline{\ln P(t)} \tag{6.4}
\end{equation*}
$$

where we have again used the fact that $\mathbf{P}_{\boldsymbol{i}}(\boldsymbol{t})$ is uniform within $\boldsymbol{\gamma}_{i}$ and denoted with the bar the ensemble average.

Let us now assume that at time $t=t o$ we have information about our system which allows us to assign a value $\mathcal{P}_{i}\left(t_{0}\right)$ to the probability density of each cell $\gamma_{i}$. Since tris is the only information which we have, we construct an ensemble of systems in such a manner that the representative points are uniformly distributed in each cell. The fine-grained probability density $\rho\left(t_{0}\right)$ characteristic of this ensemble is therefore equal to $\boldsymbol{P}\left(t_{0}\right)$ :

$$
\begin{equation*}
P\left(t_{0}\right)=\rho\left(t_{0}\right) . \tag{6.5}
\end{equation*}
$$

The value of the $\eta$-function at $t=t_{0}$ is thus

$$
\begin{equation*}
\eta\left(t_{0}\right)=\int_{\Gamma} P\left(t_{0}\right) \ln P\left(t_{0}\right) d \Gamma=\int_{\rho} \rho\left(t_{0}\right) \ln \rho\left(t_{0}\right) d \Gamma . \tag{6.6}
\end{equation*}
$$

If $\rho\left(t_{0}\right)$ is the probability density corresponding to a stationary ensemble, $\partial \rho / \partial t=0$ and $\rho$ is constant in time within each cell $\gamma_{i}$. Therefore $R(t)=\rho(t)$ for all $t$ and the description of the corresponding equilibrium system may be made equally well in terms of $\boldsymbol{P}$ or of $\rho$. However, if $\partial \rho / \partial t \neq 0$, the number of representative points within each fixed region of phase space changes with time and in general $P(t) \neq \rho(t)$. For this latter case let us choose an instant of time $t_{1}>t_{0}$. Considering (6.4) the value of the $q$ function at $t_{1}$ is

$$
\begin{equation*}
\eta\left(t_{1}\right)=\int_{\Gamma} \rho\left(t_{1}\right) \ln P\left(t_{1}\right) d \Gamma . \tag{6.7}
\end{equation*}
$$

Now since from Liouville's theorem we have

$$
\begin{equation*}
\frac{d}{d t} \int_{\Gamma} \rho(t) \ln \rho(t) d \Gamma=0, \tag{6.8}
\end{equation*}
$$

the difference between (6.6) and (6.7) may be written as

$$
\begin{align*}
\eta\left(t_{0}\right)-\eta\left(t_{1}\right) & =\int_{\Gamma}\left[\rho\left(t_{1}\right) \ln \rho\left(t_{1}\right)-\rho\left(t_{1}\right) \ln P\left(t_{1}\right)\right] d \Gamma \\
& =\int_{\Gamma}\left[\rho\left(t_{1}\right) \ln \rho\left(t_{1}\right)-\rho\left(t_{1}\right) \ln P\left(t_{1}\right)-\rho\left(t_{1}\right)+P\left(t_{1}\right)\right] d \Gamma, \tag{6.9}
\end{align*}
$$

where the last equality follows from (5.3). The integrand $Q$ of this expression is not negative because its derivative with respect to $\rho$,

$$
\begin{equation*}
\frac{\partial Q}{\partial \rho}=\ln \frac{\rho\left(t_{1}\right)}{P\left(t_{1}\right)} \tag{6.10}
\end{equation*}
$$

is positive if $\rho\left(t_{1}\right)>P\left(t_{1}\right)$, negative if $\rho\left(t_{1}\right)<P\left(t_{1}\right)$ and zero if $\rho\left(t_{1}\right)=P\left(t_{1}\right)$. Therefore, $Q$ is minimal if $\rho\left(t_{1}\right)=P\left(t_{1}\right)$. But in that case, $Q$ is also zero. Hence it will be positive if $\rho\left(t_{1}\right) \neq P\left(t_{1}\right)$. We conclude that if $\rho(t)$ is different from $P(t)$ we always have

$$
\begin{equation*}
\eta\left(t_{0}\right)>\eta(t) \text { for } t>t_{0} . \tag{6.11}
\end{equation*}
$$

This result is very interesting since it tells us that the value of the $?$-function is larger at the initial time $t_{0}$ than at some later time $t_{1}$. As this function is proportional to the information, the inequality just derived allows us to conclude that in passing from $t_{0}$ to $t_{1}$ some information has been lost.

One might think that this $q$-theorem is an explanation of irreversibility, because it seems to predict a monotonic decreasing of $\eta$ with time, i.e., in view of (6.3), a monotonic increasing of entropy. However, this is not exactly the case. To see this, we firstly analyse how the information has been lost in passing from $t_{0}$ to $t_{1}$.

We are describing our system by means of the coarse-grained probability densities $\mathbb{P}(t)$. The only information which we have about the system is provided by $P(t)$, i.e., the average of $\rho(t)$ over each cell $\mathrm{Y}_{i}$. In the case which we have considered our information is contained in $P\left(t_{0}\right)$ at $t_{0}$ and in $P\left(t_{1}\right)$ at $t_{1}$. At $t_{0}$ we have constructed an ensemble of systems according to our information and thus the description provided by this ensemble must be exactly the same as that provided by $P\left(t_{0}\right)$, so $P\left(t_{0}\right)=\rho\left(t_{0}\right)$. In this case, i.e., at time $t_{0}$ we know therefore $p\left(t_{0}\right)$. As time goes on,

the representative points move throughout the phase space changing the value of the fine-grained probability density $\rho(t)$ for each fixed point of phase space. Since we do not describe the system in terms of $\rho(t)$ but in terms of $P(t)$, our information is not that contained in $\rho\left(t_{1}\right)$ but in its average over each cell. So $P\left(t_{1}\right) \neq \rho\left(t_{1}\right) \quad$ and the information contained in our description is less than the information given by the ensemble. But from Liouville's theorem the latter is exactly the same as the information at time $t_{0}$; therefore, in the coarse-grained description there is less information at time $t_{1}$ than at time $t_{0}$.

Let us note, however, that we cannot rigorously establish an inequality such as (6.11) for two times $t_{1}$ and $t_{2}$ different from t. :

$$
\begin{equation*}
\eta\left(t_{1}\right) \stackrel{?}{>} \eta\left(t_{2}\right) \quad \text { for } \quad t_{2}>t_{1} \tag{6.12}
\end{equation*}
$$

Indeed, the essential point for the derivation of (6.11) was the equality between $\rho\left(t_{0}\right)$ and $P\left(t_{0}\right)$ and at present we have not a similar equality for $\rho\left(t_{1}\right)$ and $P\left(t_{1}\right)$.

If we want to establish an inequality such as (6.12) we must "forget" our earlier description at time $t_{0}$ by means of the ensemble of systems, and, by assuming that all possible information about our system is now contained not in $\rho\left(t_{1}\right)$ but in $P\left(t_{1}\right)$, construct a different ensemble such that $\rho^{\prime}\left(t_{1}\right)=P\left(t_{1}\right)$. So we are now in the same situation as before and we can obtain the inequality (6.12). It is important to "forget" the description at time to , because if we fail to do so, the whole possible information at $t_{1}$ would not be contained in $P\left(\boldsymbol{H}_{1}\right)$ because we would have in addition the information that at to the system was represented by $\rho\left(t_{0}\right)$. The totality of possible information would be contained in $\rho\left(t_{1}\right)$. In this manner, we could prove for all times that

$$
\begin{equation*}
d \eta(t) / d t<0 . \tag{6.13}
\end{equation*}
$$

Note however that this behaviour of the $\ell$-function can only be rigorously proved if we introduce new ensembles at all times. This has the effect of interrupting at every time the dynamical evolution of the probability density. This change of ensembles corresponds to the change of microcanonical ensembles in the equilibrium statistical description of the evolution of an isolated system (see inequality (4.11)).

I will now present two different methods for interrupting at every time the dynamical evolution of a mechanical system and so introducing a loss of information, that is, irreversibility.
III. THE IRREVERSIBIIITY OF THE BOLTZMANN TRANSPORT EQUATION

## 7. The Boltamann equation

I will deal firstly with some ideas underlying the traditional method for deriving the Boltzmann transport equation

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\vec{v} \cdot \frac{\partial f}{\partial \vec{r}}+\vec{a} \cdot \frac{\partial f}{\partial \vec{v}}=\iiint\left(f^{\prime} f_{1}^{\prime}-f f_{1}\right) g b d b d \varepsilon d \vec{v}_{1} . \tag{7.1}
\end{equation*}
$$

The distribution function $f(\vec{r}, \vec{v}, t)$ is defined as

$$
\begin{equation*}
f(\vec{r}, \vec{v} ; t)=\frac{n(t)}{\delta \vec{r} \delta \vec{v}} \tag{7.2}
\end{equation*}
$$

i.e., the ratio of the number $n(t)$ of particles which at time $t$ ere in a smell region of the 6 -dimensional $\mu$-space around a point ( $\vec{r}, \vec{v}$ ) to the volume $\delta \vec{r} \delta \vec{v}$ of the region. If the total number of particles in the system is $N$, one has

$$
\begin{equation*}
\int_{\mu} f(\vec{r}, \vec{v} ; t) d \vec{r} d \vec{v}=N . \tag{7.3}
\end{equation*}
$$

The quantity $f(\vec{r}, \vec{v} ; t) \frac{d \vec{r} d \vec{v}}{N}$ may be considered as the probability that a particle is at the point with coordinates ( $\vec{r}, \vec{v}$ ) in $\mu-s p a c e$ If there are no collisions between the particles, then

$$
\begin{equation*}
f(\vec{r}+\vec{v} \delta t, \vec{v}+\vec{a} \delta t ; t+\delta t)=f(\vec{r}, \vec{v} ; t) ; \tag{7.4}
\end{equation*}
$$

but if collisions are possible, then there is a non-vanishing difference between these values of $f$ :

$$
\begin{equation*}
\left(\frac{\partial f}{\partial t}\right)_{C} \delta t=f(\vec{r}+\vec{v} \delta t, \vec{v}+\vec{a} \delta t ; t+\delta t)-f(\vec{r}, \vec{v} ; t) \tag{7.5}
\end{equation*}
$$

In order to calculate this difference one may consider a particle within a small region of volume $\delta \vec{r}$ about $\vec{r}$ and with velocity in
$\delta \vec{v}$ about $\vec{v}$. In the same region one assumes that there are particles with velocities in $\boldsymbol{\delta} \overrightarrow{\boldsymbol{v}}_{\mathbf{1}}$ about $\overrightarrow{\mathbf{v}}_{\mathbf{1}}$ which constitute the beam incident on the first particle. Then one calculates the number of particles of velocity $\vec{v}$ which by collision change their velocities. In the same way one can calculate the increase in the number of particles with velocity in $\delta \vec{v}$ about $\vec{v}$ due to collisions, and the difference provides the rate of change of the number of particles with velocity in $\delta \vec{v}$ about $\vec{v}$ due to collisions. Thus:

$$
\begin{equation*}
\left(\frac{\partial f}{\partial t}\right)_{C}=\iiint\left(f^{\prime} f_{1}^{\prime}-f f_{1}\right) g b d b d \varepsilon d \vec{v}_{1}, \tag{7.6}
\end{equation*}
$$

where $f, f_{1}$ and $f^{\prime}, f_{1}^{\prime}$ are respectively the distribution functions of the particles after and before the collisions, $g=\left|\vec{v}_{1}-\vec{v}\right|=\left|\vec{v}_{i}^{\prime}-\vec{v}^{\prime}\right|$ the modulus of their relative velocities, $b$ the impact parameter, and $\varepsilon$ the scattering angle. To obtain the expression (7.6) one must make use of a very important assumption, namely that within the integral of this expression the probability of having in $\delta \overrightarrow{\mathbf{r}}$ about $\overrightarrow{\mathbf{r}}$ two particles with velocities between $\vec{v}$ and $\vec{v}+\delta \vec{v}$ and between $\vec{v}_{\mathbf{1}}$ and $\vec{v}_{1}+\delta \vec{v}_{4}$ respectively, is proportional to

$$
\begin{equation*}
(f(\vec{r}, \vec{v}, t) \delta \vec{r} \delta \vec{v})\left(f\left(\vec{r}, \vec{v}_{1} ; t\right) \delta \vec{r} \delta \vec{v}_{1}\right) . \tag{7.7}
\end{equation*}
$$

This assumption is known as the molecular chaos hypothesis and states that the probability of having at the same time one particle about $(\vec{r}, \vec{v})$ and another one about $\left(\vec{r}, \vec{v}_{i}\right)$ in $\mu$-space can be replaced in the collision integral by the product of the probabilities of having separately each particle in these regions of $\mu$-space. Since the probability of the composite event is assumed to be equal to the product corresponding to the two simple events, the hypothesis of molecular chaos states that both events can be considered as statistically independent. Thst is, the correlations between the velocities of the particles before the collision do not contribute to the value of $(\partial f / \partial t)_{c}$. The effect of this hypothesis is the same as that of assuming that the velocities of the particles are uncorrelated before the collision. It is clear however, that during the evolution of the gas, collisions occur among the particles and therefore, the velocity of a given particle depends on its previous history. Consequently the velocities before the following collisions must be correlated. The hypothesis of molecular chaos is then not a consequence of the dynamics of collisions: it seems rather to be incompatible with the laws of mechanics. Moreover, one cannot easily understand why
this hypothesis has to be verified in the mechanical system. However, the molecular chaos will appear as a fundamental factor in irreversibility.
8. Boltzmann's H-theorem

One of the reasons which make the Boltzmann equation so important in the theory of irreversibility is that its solutions verify the so-called H-theorem. This theorem was stated earlier than the generalised $\ell$-theorem and may be formulated as follows.

Let us define a quantity

$$
\begin{equation*}
H(t)=\iint_{\mu} f(t) \ln f(t) d \vec{r} d \vec{v} . \tag{8.1}
\end{equation*}
$$

Then, if $f(t)$ is a solution of the Boltzmann equation, one has

$$
\begin{align*}
& \frac{\partial H(t)}{\partial t}=\iint_{\mu} \frac{\partial f(t)}{\partial t}[1+\ln f(t)] d \vec{r} d \vec{v} \\
& =\frac{1}{4} \iiint \iint_{\int}\left(f_{1}^{\prime}-f f_{1}+\ln f_{1}-\ln f^{\prime} f_{1}\right) g b d d d d \overrightarrow{v_{1}} d \vec{d} d \vec{r}, \tag{8.2}
\end{align*}
$$

and since the integrand can never be positive, one finds

$$
\begin{equation*}
\frac{d H(t)}{d t} \leq 0 \tag{8.3}
\end{equation*}
$$

This result means that the Boltzmann equation is irreversible in the sense thet, for any initial condition, one has

$$
\begin{equation*}
\lim _{t \rightarrow \infty} f\left(\vec{r}_{1}, \vec{v}, t\right)=f^{n B}(\vec{r}, \vec{v}) \tag{8.4}
\end{equation*}
$$

where $f^{M B}(\vec{r}, \vec{v})$ is the Maxwell-Boltzmann distribution function. Indeed $H(t)$ is a decreasing function of time and constant only when $f^{\prime} f_{1}^{\prime}=f f_{1} \quad$, i.e., when $f$ is the Maxwell-Boltzmann distribution function. Since for this equilibrium function the value of $H$ is minimal, the H-theorem implies an irreversible evolution of any initial distribution function towards the Maxwell-Boltzmann distribution.

This irreversible behaviour is incompatible with the laws of mechanics. Indeed, if for the distribution function of a particular conservative system the $H$-theorem is valid - and one consequently
concludes that the system evolves towards a particular equilibrium state - we may imagine a state exactly the same but where the velocitie of the particles are reversed. It is then clear - from the mechanical point of view - that from this latter "equilibrium state" the system would "irreversibly" evolve towards the initial "non-equilibrium" state.

It is important to note, however, that the H-function (8.1) has only the property (8.3) of being a decreasing function of time if the distribution function through which it is defined is a solution of the Boltzmann equation. Now, the solutions of the Boltzmann equation do not evolve in time through mechanical equations but, instead, through the Boltzmann equation which is not an entirely mechanical one, since in its derivation one deals not simply with mechanical collisions one has to introduce the molecular chaos hypothesis which is not mechanical. Since this is the only non-mechanical hypothesis, we must conclude that it is responsible for the irreversible behaviour of systems described by means of Boltzmann's equation.

Therefore, if we want to study the conditions for irreversibility, we must analyse the meaning of the hypothesis of molecular chaos. To this end I will present a different derivation of the Boltzmann equation by means of which we "qerive" the molecular chaos. This derivation will be "as mechanical as possible", but we shall see that in order to obtain irreversible equations it is necessary to introduce some hypotheses. The character of these specific hypotheses, whether mechanical or not, is, in my opinion a question of language. I prefer to say that they are not mechanical. They are, however, very plausible. On the contrary the hypothesis of molecular chaos is clearly a non-mechanical assumption.

## 9. The BBGKY hierarchy

We describe our system (a gas) by means of a statistical ensemble which is not in equilibrium and which is defined by a probability density in phase space (6N-dimensional if the system consists of $\mathbb{N}$ point particles without constraints) which depends explicitly on time. The probability density satisfies Liouville's equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho_{N}\left(\vec{r}^{N} \cdot \vec{p}^{N} ; t\right)=-i L_{N} \rho_{N}\left(\vec{r}^{N} \cdot \vec{p}^{N} ; t\right) . \tag{9.1}
\end{equation*}
$$

It is important to distinguish between'the Liouville equation (i.e. the evolution equation of $\rho_{N}(t)$ ) and the equation expressing the dynamical evolution of a function representing a microscopic quantity and not depending explicitly on time:

$$
\begin{equation*}
\frac{d}{d t} A\left(\vec{r}_{t}^{N} \cdot \vec{P}_{t}^{N}\right)=i L_{N} A\left(\vec{r}_{t}^{N} \cdot \vec{P}_{t}^{N}\right) . \tag{9.2}
\end{equation*}
$$

Here, $\vec{r}_{t}^{N}$ and $\vec{P}_{t}^{N}$ represent the positions and momenta of the $N$ particles at time $t$. If at $t=0$ they are respectively $\vec{F}_{0} N_{0}$ and $\vec{P}_{0}^{N}$,

$$
\begin{align*}
& \vec{r}_{t}=\vec{R}\left(\vec{r}_{0}^{N} \cdot \vec{P}_{0}^{N} ; t\right)=G\left(\vec{r}_{0}^{N} \cdot \vec{P}_{0}^{N} ; t\right) \vec{r}_{0} \\
& \vec{P}_{t}=\vec{P}\left(\vec{r}_{0}^{N} \cdot \vec{P}_{0}^{N} ; t\right)=G\left(\vec{r}_{0}^{N} \cdot \vec{P}_{0}^{N} ; t\right) \vec{P}_{0}, \tag{9.3}
\end{align*}
$$

where $G\left(\vec{r}_{0} \cdot \vec{P}_{0}^{N} \cdot i t\right) \quad$ is the evolution operator of the system. If the system is conservative (i.e. its Hamiltonian function is independent of time) $G(t)$ has the form

$$
\begin{equation*}
G(t)=e^{i t l_{N}} . \tag{9.4}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\vec{r}_{t}=e^{i t L_{N}} \vec{r}_{0}, \quad \vec{p}_{t}=e^{i t \ln } \vec{p}_{0} \tag{9.5}
\end{equation*}
$$

The formal integration of (9.2) gives

$$
\begin{equation*}
A\left(\vec{r}_{t}^{N} \cdot \vec{p}_{t}^{N}\right)=e^{i t L_{N}} A\left(\vec{r}_{o}^{N}, \vec{p}_{0}^{N}\right) \tag{9.6}
\end{equation*}
$$

or, using (9.5)

$$
\begin{equation*}
e^{i t L_{N}} A\left(\vec{r}_{0}^{N}, \vec{p}_{0}^{N}\right)=A\left(e^{i t l_{N}} \vec{r}_{0}^{N}, e^{i L_{N} \vec{p}_{0}}\right) . \tag{9.7}
\end{equation*}
$$

Applying this property to the probability density, we also have

$$
\begin{equation*}
\rho\left(\vec{r}_{t}^{N}, \vec{p}_{t}^{N} ; \tau\right)=e^{i t l_{N}} \rho\left(\vec{r}_{0}^{N}, \vec{p}_{0}^{N} ; \tau\right) \tag{9.8}
\end{equation*}
$$

which is similar to (9.6), but in (9.8) चonly acts as a constant parameter. On the other hand, by formal integration of the Liouville equation (9.2) one obtains

$$
\begin{equation*}
\rho\left(\vec{r}^{N} \cdot \vec{p}^{N} ; t\right)=e^{-i t L_{N}} \rho\left(\vec{r}^{N} \cdot \vec{p}^{N} ; 0\right) . \tag{9.9}
\end{equation*}
$$

Making $\tau=t$ in (9.8) and $\vec{r}=\vec{r}_{0}$ and $\vec{p}=\vec{p}_{0}$ in (9.9), one finds

$$
\begin{equation*}
\rho\left(\vec{r}_{t}^{N}, \vec{p}_{t}^{N} ; t\right)=e^{i t L_{N}} \rho\left(\vec{r}_{0}^{N}, \vec{p}_{0}^{N} ; t\right)=e^{i t L_{N}} e^{-i t l_{N}} \rho\left(\vec{r}_{0}^{N}, \vec{p}_{0}{ }_{0} ; 0\right)=\rho\left(\vec{r}_{0}, \vec{p}_{0}^{U} ; 0\right) \tag{9.10}
\end{equation*}
$$

which is the expression of Liouville's theorem. It is important to note that (9.6) and (9.8) are valid for any phase function depending, or not explicitly depending, on time. But (9.9) and (9.10) are only valid for the probability density in phase space because it is only to this function that Liouville's theorem is applicable.

We assume that the particles of our system interact only with each other and through a repulsive finite-range potential
$\varphi_{i j}=\varphi\left(\left|\vec{r}_{i}-\vec{r}_{j}\right|\right) \quad$. The force between two particles is

$$
\begin{equation*}
-\frac{\partial \varphi\left(\left|\vec{r}_{i}-\vec{r}_{j}\right|\right)}{\partial \vec{r}_{i}} \neq 0 \quad \text { only if } \quad\left|\vec{r}_{i}-\vec{r}_{j}\right| \leqslant \lambda \tag{9.11}
\end{equation*}
$$

$\lambda$ being the range of the interactions. The Liouville operator is then

$$
\begin{equation*}
L_{N}=-i \sum_{j=1}^{N} \frac{\vec{p}_{j}}{2 m} \cdot \frac{\partial}{\partial \vec{r}_{j}}+i \frac{1}{2} \sum_{\substack{j=1 \\ j \neq k}}^{N} \sum_{n=1}^{N} \frac{\partial \varphi_{j k}}{\partial \vec{r}_{j}} \cdot\left(\frac{\partial}{\partial \vec{p}_{j}}-\frac{\partial}{\partial \vec{p}_{k}}\right) . \tag{9.12}
\end{equation*}
$$

Solving equation (9.1) is equivalent to solving the equations of motion of the system, a very complex problem. Indeed, to do this it would be necessary to know $\rho_{N}(0)$, which involves very detailed information about the microscopic state of the system. This information is neither necessary nor helpful. It is not necessary because the transport coefficients (and, in general, every important property of the system) can be expressed in terms of the phases of a very small number $n$ of particles ( $n \approx 1,2$ ). And, on the other hand, it is not convenient to have too much information at one's disposal because it is the lack of microscopic information that gives the irreversibility. The reason for this is that irreversibility is characteristic of the evolution of the macrostates and not of the microstates.

We need, therefore, to reduce the information contained in the probability density. To this end, we introduce the reduced distribu= tion functions $F_{n}(t)$, through integrations of $\rho_{N}(t)$ :

$$
\begin{equation*}
F_{n}(t)=F_{n}\left(\vec{r}^{n} \cdot \vec{p}^{n} ; t\right)=V^{n} \iint_{\Gamma} d \vec{r}^{(N-n)} d \vec{p}^{(N-n)} \rho_{N}\left(\vec{r}^{N} \cdot \vec{p}^{N} ; t\right) \tag{9.13}
\end{equation*}
$$

where $V$ is the volume occupied by the system and the integrations with respect to the $\overrightarrow{\boldsymbol{r}}$ 's are taken over $V$. Here we have used the notation

$$
\begin{equation*}
\vec{r}^{n}=\left(\vec{r}_{1}, \ldots, \vec{r}_{n}\right), \vec{r}^{(N-n)}=\left(\vec{r}_{n+1}, \ldots, \vec{r}_{N}\right), \vec{p}^{n}=\left(\vec{p}_{1}, \cdots, \vec{p}_{n}\right), \vec{p}^{(N-n)}=\left(\vec{p}_{n+1}, \cdots, \vec{p}_{N}\right) . \tag{9.14}
\end{equation*}
$$

From the normalization of $\rho_{N}(t)$

$$
\begin{equation*}
\iint_{\Gamma} d \vec{r}^{N} d \vec{p}^{N} \rho_{N}\left(\vec{r}^{N} \cdot \vec{p}^{N} ; t\right)=1 \tag{9.15}
\end{equation*}
$$

we deduce the normalization of $\boldsymbol{F}_{n}(t)$ :

$$
\begin{equation*}
\iint_{\Gamma} d \vec{r}^{n} d \vec{p}^{n} F_{n}\left(\vec{r}^{n} \cdot \vec{p}^{n} ; t\right)=v^{N} \tag{9.16}
\end{equation*}
$$

It suffices now to integrate formally the Liouville equation (9.1) for particles $n+1, n+2, \ldots, \mathbb{N}$ to obtain

$$
\begin{equation*}
\frac{\partial F_{n}(t)}{\partial t}=-i \operatorname{Ln}_{n} F_{n}(t)-i \frac{N-n}{v} \mathcal{L}_{n, n+1} F_{n+1}(t), \tag{9.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}_{n, n+1}=i \sum_{j=1}^{n} \iint_{\Gamma} d \vec{r}_{n+1} d \vec{p}_{n+1} \frac{\partial \varphi\left(\left|\vec{r}_{j}-\vec{r}_{n+1}\right|\right)}{\partial \vec{r}_{j}} \cdot \frac{\partial}{\partial \vec{p}_{j}} \tag{9.18}
\end{equation*}
$$

and $\ln$ is the Liouville operator for an isolated system of $n$ particles (that is, the expression (9.12) replacing $\mathbb{N}$ by $n$ ). Equation (9.17) cannot be solved for $F_{n}(t)$ without knowing $F_{n+1}(t)$, which is not known without solving a similar equation, etc. Therefore, in order to determine $F_{u}(t)$ it would be necessary to solve the whole set of coupled equations of type (9.17), known as BBGKY-hierarchy (Bogolubov, Born, Green, Kirkwood, Yvon). The exact solution of the hierarchy is therefore equivalent to that of the Liouville equation. It may seem then that there is no advantage in writing Liouville's equation (9.1) in the form of the hierarchy (9.17), because we have not lost information. However, the hierarchy is better suited than the Liouville equation to the removal of the undesired information as we shall now see.

## 10. Thermodynamic limit

The average particle density of a system consisting of $N$ particles in a volume $V$ is $D=N / V$. If the system is finite (i.e. if it has a finite number of particles within a finite volume and the energy of the system is finite) Poincare's theorem is applicable and, consequently, for almost every initial state the system evolves in such a manner that after a finite time it will be in a microscopic state as close as desired to the initial one. In other words, accord. ing to Poincarés theorem a finite system evolves by cycles of finite duration. The duration of a cycle is called recurrence time and when $N$ is large it is of the order of $e^{\mathbb{N}}$.

Clearly, by virtue of this theorem, a finite system cannot be irreversible in the sense that, from a given initial non-equilibrium state, it would evolve towards an equilibrium state. According to Poincaré's theorem, when the system reaches the equilibrium state, it continues evolving until it again reaches the initial state. This is actually so, but the macroscopic systems are so large that the recurrence time is enormously large (of the order of $10^{10}$ (0) and the system never reaches the initial non-equilibrium state starting from the "equilibrium" state. For studying a macroscopic system we have to introduce in our equations the condition that both $N$ and $V$ are very large. In this manner, the recurrences due to Poincarés cycles do not appear. Actually, $\mathbb{N}$ is of the order of Avagadro's number, $10^{23}$ and $V$ is very large when compared to the volume of each molecule.

The condition that the system is large is introduced through the so-called thermodynamic limit:

$$
\begin{equation*}
N \rightarrow \infty, \quad v \rightarrow \infty, \quad N / v=D \text { finite. } \tag{10.1}
\end{equation*}
$$

In the thermodynamic limit $D$ is kept finite to avoid introducing in the equations governing the system other than those effects due exclusively to the large number of particles and the large size of the system. So, when introducing the thermodynamic limit, the exact equations derived from the Liouville equation are valid for a system which has the same properties as those described by (10.1) but which is infinitely large.

One of the differences between the large and the small systems will be in the role played by the surface effects due to the walls of
the container. These may be relevant in the case of a small system; but if the system is large and the surface effects are proportional to the area of the walls, they will be negligible when compared to the volume effects, as the ratio of surface to volume of a "normal system" tends to zero for an infinitely large system. For this reason, since the surface contribution is zero in the thermodynamic limit, it is possible to choose arbitrary boundary conditions. In statistical mechanics it is common to deal with periodic conditions. For instance, integrating by parts and using periodic boundary conditions at the limits of the phase integrations, we have

$$
\iint_{\Gamma} d \vec{r}^{N} d \vec{p}^{N} A\left(\vec{r}^{N} \cdot \vec{p}^{N}\right) L_{N} B\left(\vec{r}^{N} \cdot \vec{p}^{N}\right)=-\iint_{\Gamma} d \vec{r}^{N} d \vec{p}^{N} B\left(\vec{r}^{N} \cdot \vec{p}^{N}\right) L_{N} A\left(\vec{r}^{N} \cdot \vec{p}^{N}\right) \text { (10.2) }
$$

for any phase functions $A$ and $B$. This property is very often used, as we have done already in deriving the BBGKY-hierarchy.

Another remarkable difference between a large and a small system, in the case when the particle interactions are of finite range, appears in integrations of type

$$
\begin{equation*}
\frac{1}{V} \int d \vec{r} \frac{\partial \varphi(|\vec{r}|)}{\partial \vec{r}} A\left(\vec{r}^{N}\right) . \tag{10.3}
\end{equation*}
$$

In general, the $\vec{r}$-integrations are extended to the whole volume $V$ of the system. However, because of (9.11), in expressions such as (10.3), the integration is restricted to a sphere of radius $\lambda$ which is finite in the thermodynamic limit. Since all phase functions are summable in phase space, the expression (10.3) is zero in the thermodynamic limit.

By introducing the thermodynamic limit into exact expressions we obtain expressions "exact in the thermodynamic limit", but these will not be exact for a macroscopic system because it is not infinitely large. In other words: by means of the thermodynamic limit we introduce an approximation in the study of a macroscopic system, consisting in the elimination of some terms, i.e. a loss of information.

As we have already said, this loss of information is responsible for a kind of irreversibility, that is, for the removal of Poincare's cycles. However, this is not the only kind of irreversibility present in mecroscopic systems. In fact, an infinitely large mechanical system does not evolve by cycles but this does not imply the validity of on H-theorem. So that in order to obtain irreversibility it is necessary to introduce more assumptions.

## 11. A new hierarchy

The solution of the BBGKY-hierarchy provides the reduced distribution functions $F_{n}\left(\vec{r}^{n}, \vec{p}^{n} i t\right)$ defined in (9.13). We will obtain now a hierarchy for the momentum distribution functions

$$
\begin{equation*}
f_{n}\left(\vec{p}^{n} ; t\right)=\frac{1}{V^{n}} \int d \vec{r}^{n} F_{n}\left(\vec{r}^{n} \cdot \vec{p}^{n} ; t\right) \tag{11.1}
\end{equation*}
$$

which are proportional to the probabilities of finding the particles $1,2, \ldots, n$ with momenta between $\vec{p}^{n}$ and $\vec{p}^{n}+d \vec{p}^{n}$ independently of their positions. To this end, we use the so-called projection operators. We define

$$
\begin{equation*}
P_{n \ldots}=\frac{1}{V^{n}} \int d \vec{r}^{n} \cdots \tag{11.2}
\end{equation*}
$$

which is a short notation for saying that $P_{n}$ acts on any phase function $A\left(\vec{r}^{N}, \vec{p}^{N} ; \tau\right)$ as follows:

$$
\begin{equation*}
P_{n} A\left(\vec{r}^{N}, \vec{P}^{N} ; \tau\right)=\frac{1}{V^{n}} \int d \vec{r}^{n} A\left(\vec{r}^{N}, \vec{P}^{N} ; \tau\right) . \tag{11.3}
\end{equation*}
$$

In particular, according to (11.1), we have

$$
\begin{equation*}
f_{n}\left(\vec{p}^{n} ; t\right)=P_{n} F_{n}\left(\vec{r}^{n} \cdot \vec{p}^{n} ; t\right) . \tag{11.4}
\end{equation*}
$$

The name of projection operator takes its origin from the fact that $P_{n}$ is an idempotent operator:

$$
\begin{equation*}
P_{n}^{2} \ldots=P_{n} P_{n} \ldots=P_{n} \ldots \tag{11.5}
\end{equation*}
$$

Moreover, if we define the operator $\left(1-P_{u}\right)$ by

$$
\begin{equation*}
\left(1-P_{n}\right) A=A-P_{n} A \tag{11.6}
\end{equation*}
$$

we see that it is also a projection operator:

$$
\begin{equation*}
\left(1-P_{n}\right)^{2}=1-2 P_{n}+P_{n}^{2}=1-2 P_{n}+P_{n}=\left(1-P_{n}\right) \tag{11.7}
\end{equation*}
$$

Also, $P_{n}$ and $\left(1-P_{n}\right)$ are orthogonal:

$$
\begin{equation*}
P_{n}\left(1-P_{n}\right)=\left(1-P_{n}\right) P_{n}=0, \tag{11.8}
\end{equation*}
$$

and, in addition:

$$
\begin{equation*}
P_{n}+\left(1-P_{n}\right)=1 . \tag{11.9}
\end{equation*}
$$

If we project the BBGKY-hierarchy (9.17) with $P_{n}$ (that is, multiplying both sides by $P_{u}$ ) we get in the thermodynamic limit

$$
\begin{equation*}
\frac{\partial f_{n}(t)}{\partial t}=-i \lim _{v \rightarrow \infty} P_{n} \mathcal{L}_{n, n+1} h_{n+1}(t), \tag{11.10}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{n}\left(\vec{r}^{n} ; \vec{p}^{n} ; t\right)=F_{n}\left(\vec{r}^{n} ; \vec{p}^{n} ; t\right)-f_{n}\left(\vec{p}^{n} ; t\right)=\left(1-P_{n}\right) F_{n}, \tag{11.11}
\end{equation*}
$$

where we have considered the set of $n$ particles to be far from the walls of the container, so that

$$
\begin{equation*}
\alpha_{n, n+1} f_{n+1}=0 . \tag{11.12}
\end{equation*}
$$

In the same manner, by projecting the BBGKY-hierarchy with ( $1-\mathrm{P}_{4}$ ), we have, in the thermodynamic limit

$$
\begin{equation*}
\frac{\partial h_{n}(t)}{\partial t}=-i L_{n} f_{n}(t)-i \ln _{n} h_{n}(t)-i D \lim _{v \rightarrow \infty}\left(1-P_{n}\right) \mathcal{L}_{n, n+1} h_{n+1}(t) . \tag{11.13}
\end{equation*}
$$

The set of equations (11.10) and (11.13) is equivalent to the BBGKY hierarchy (9.17) in the thermodynamic limit, because $F_{n}=f_{u}+h_{n}$. We can now formally solve for $h_{n}(t)$ in equation (11.13) and taking the solution for $n+1$ replace it into equation (11.10). We obtain

$$
\begin{align*}
\frac{\partial f_{n}(t)}{\partial t}=D \int_{0}^{t} & \frac{\partial k_{n, n+1}(\tau)}{\partial \tau} f_{n+1}(t-\tau) d \tau+D k_{n, n+1}(t) h_{n+1}(0)  \tag{11.14}\\
& +D^{2} \int_{0}^{t} J_{n, n+1, n+2}(\tau) h_{n+2}(t-\tau) d \tau
\end{align*}
$$

where we have defined the operators

$$
\begin{equation*}
K_{n, n+1}(t)=-i \lim _{v \rightarrow \infty} P_{n} \mathcal{L}_{n, n+1} e^{-i t \operatorname{Ln}_{n+1}}, \tag{11.15}
\end{equation*}
$$

$$
\begin{equation*}
J_{n, n+1, n+2}(t)=-i \lim _{v \rightarrow \infty} k_{n, n+1}(t)\left(1-P_{n+1}\right) \mathcal{L}_{n+1, n+2} \tag{11.16}
\end{equation*}
$$

We will not use equation (11.13) any more but only equation (11.14). Since we will not deal with both (11.13) and (11.14), we will lose information about the behaviour of the system. This lack of information is due neither to an approximation nor to an assumption. It is merely due to the fact that we are not interested in knowing the whole reduced distribution function $F_{n}$ but only a part $f_{u}$ of it. Therefore, this lack of information does not imply irreversibility. Equation (ll.14) is exact in the thermodynamic limit. Let us now neglect its last term which, for finite times, is of the order of $D^{2}$. This term is studied in detail elsewhere. For the moment it is enough to note that, since we are interested in dilute gases, $D \ll 1$, and we may hope that the contribution of the last term in equation (14), if it is not zero, will be very small. The equation

$$
\begin{equation*}
\frac{\partial f_{u}(t)}{\partial t}=D \int_{0}^{t} \frac{\partial k_{n, n+1}(\tau)}{\partial \tau} f_{n+1}(t-\tau) d \tau+D k_{n, n+1}(t) h_{n+1}(0) \tag{11.17}
\end{equation*}
$$

is actually a hierarchy very similar to the BBGKY-hierarchy. The most important differences between the two hierarchies is that (11.17) gives the evolution of the momentum distribution functions instead of the reduced distribution functions. Another difference is that (11.17) contains a term which depends on the initial conditions of the system.

According to the prescriptions of the statistical mechanics method which we are developing, we are free to choose the initial conditions to be imposed on the system. We may prepare the system at a given time and then we must allow it to evolve mechanically from the initial state.

We might assume that the system had no correlations at all at $t=0$, but it is enough to assume that the correlations have a finite range at $t=0$ and that the system is initially spatially uniform. We write

$$
\begin{equation*}
F_{n}\left(\vec{r}^{u}, \vec{p}^{u} ; 0\right)=\prod_{j=1}^{u} F_{1}\left(\vec{r}_{j} \cdot \vec{p}_{j} ; 0\right)\left[1-g_{n}\left(\vec{r}^{u} \cdot \vec{p}^{u} ; 0\right)\right], \tag{11.18}
\end{equation*}
$$

which defines the correlation function $\mathbf{g u}_{\mathbf{u}}(0)$ at the initial time, and our assumption implies that

$$
\begin{equation*}
q_{n}\left(\vec{r}^{n}, \vec{p}^{n} ; 0\right)=0 \text { if }\left|\vec{r}_{j}-\vec{r}_{k}\right|>x \text { for all pairs }(j, k) \text {. } \tag{11.19}
\end{equation*}
$$

An extra assumption (which is not necessary but which we make for the sake of simplicity) is that $g_{4}(0)$ is independent of the momenta. Now, if the system is initially spatially uniform, $\mathrm{F}_{\mathrm{n}}(0)$ is invariant under a spatial translation and, therefore, $F_{1}(0)$ must be independent of $\vec{r}$. Then, according to (ll.1) $F_{1}(0)=f_{1}(0)$. Instead of (11.18) we may therefore write

$$
\begin{equation*}
F_{n}\left(\vec{r}^{n}, \vec{p}^{n} ; 0\right)=\prod_{j=1}^{n} f_{1}\left(\vec{p}_{j} ; 0\right)\left[1+q_{n}\left(\vec{r}^{n} ; 0\right)\right] \tag{11.20}
\end{equation*}
$$

and by using (1.1.1) again,

$$
\begin{equation*}
f_{n}\left(\vec{p}^{n} ; 0\right)=\prod_{j=1}^{n} f_{1}\left(\vec{p}_{j} ; 0\right)\left[1+\frac{1}{v^{n}} \int d \vec{r}^{n} g_{n}\left(\vec{r}^{n} ; 0\right)\right] . \tag{11.21}
\end{equation*}
$$

In the thermodynamic limit this equation reduces to

$$
\begin{equation*}
f_{n}\left(\vec{p}^{n} ; 0\right)=\prod_{j=1}^{n} f_{1}\left(\vec{p}_{j} ; 0\right) \tag{11.22}
\end{equation*}
$$

as, according to (ll.19), the integrations in (11.21) corresponding to the relative coordinates of the particles, must be taken over the sphere of finite radius $t e$ and then the last term vanishes in the thermodynamics limit. Our initial conditions imply, therefore, that the momenta of the particles are not correlated at $t=0$. In other words: $f_{n}(0)$ factorizes in the form (11.22). From the definition (9.13) of $F_{n}(t)$ and the definition (11.20) of $g_{n}(0)$, it can be obtained that

$$
\begin{equation*}
g_{u}\left(\vec{r}^{u} ; 0\right)=\frac{1}{V} \int d \vec{r}_{n+1} g_{n+1}\left(\vec{r}^{u+1} ; 0\right) \tag{11.23}
\end{equation*}
$$

and from the definition of $h_{4}(t)$ and (11.20) and (11.22),

$$
\begin{equation*}
h_{n}\left(\vec{r}^{n} ; \vec{p}^{n} ; 0\right)=f_{n}\left(\vec{p}^{n} ; 0\right) g_{n}\left(\vec{r}^{n} ; 0\right) \tag{11.24}
\end{equation*}
$$

Therefore, the hierarchy (11.17) may be written as

$$
\begin{align*}
& \frac{\partial f_{n}(t)}{\partial t}=D \int_{0}^{t} \frac{\partial K_{n, n+1}(\tau)}{\partial \tau} f_{n+1}(t-\tau) d \tau+D k_{n, n+1}(t) f_{n+1}(0) g_{n+1}(0) \\
& =D \sum_{j=1}^{n}\left\{\int_{0}^{t} \frac{\partial K^{(j, n+1)}(\tau)}{\partial \tau} f_{n+1}(t-\tau) d \tau+K^{(j, n+1)}(t) f_{n+1}(0) g_{2}\left(\vec{r}_{j}-\vec{r}_{n+1} ; 0\right)\right\} \tag{11.25}
\end{align*}
$$

since it is possible to show that in the thermodynamic limit

$$
\begin{equation*}
K_{n, n+1}(t)=\sum_{j=1}^{n} K^{(j, n+1)}(t) \lim _{V \rightarrow \infty} \frac{1}{V^{n-1}} \int \cdots \int d \vec{r}_{1} \ldots d \vec{r}_{j-1} d \vec{r}_{j+1} \ldots d \vec{r}_{n}, \tag{11.26}
\end{equation*}
$$

where

$$
\begin{equation*}
K^{(j, n+1)}(t)=\lim _{V \rightarrow \infty} \frac{1}{V} \int d \vec{p}_{n+1} \int d \vec{r}_{n+1} \int d \vec{r}_{j} \frac{\partial \varphi\left(\left|\vec{r}_{i}-\vec{r}_{n+1}\right|\right)}{\partial \vec{r}_{j}} \cdot \frac{\partial}{\partial \vec{p}_{j}} e^{-i t L^{(j, n+1)}} \tag{11.27}
\end{equation*}
$$

and where $L^{(j, n+1)}$ is the Liouville operator corresponding to an isolated system consisting only of particles $j$ and $n+1$.
12. Introduction of the irreversibility

Let us introduce new time variables defined by

$$
\begin{equation*}
s=D t, \quad \sigma=D \tau \tag{12.1}
\end{equation*}
$$

and let

$$
\begin{equation*}
\tilde{f}_{n}(s)=f_{n}(s / D)=f_{n}(t) \tag{12.2}
\end{equation*}
$$

be the momentum distribution function $f_{n}(t)$ in the new time scale, where we use $s$ instead of $t$. The hierarchy (ll.25)now reads

$$
\begin{align*}
\frac{\partial \tilde{f}_{n}(s)}{\partial s}= & \sum_{j=1}^{n}\left\{\int_{0}^{s} \frac{\partial K^{(j, n+1)}(\sigma / D)}{\partial \sigma} \tilde{f}_{n+1}(s-\sigma) d \sigma+K^{(j, n+1)}(s / D) \tilde{f}_{n+1}(0) g_{2}\left(\vec{r}_{j}-\vec{r}_{n+1}, 0\right)\right\} \\
= & \sum_{j=1}^{n}\left\{K^{(j, n+1)}(s / D) \tilde{f}_{n+1}(0)-\int_{0}^{s} K^{(j, n+1)}(\sigma / D) \frac{\partial \tilde{f}_{n+1}(s-\sigma)}{\partial \sigma} d \sigma\right. \\
& \left.+K^{(j, n+1)}(s / D) \tilde{f}_{n+1}(0) g_{2}\left(\vec{r}_{j}-\vec{r}_{n+1} ; 0\right)\right\}, \tag{12.3}
\end{align*}
$$

where we have made a partial integration and used the fact that

$$
\begin{equation*}
K^{(j, n+1)}(0) f_{u+1}=0 \tag{12.4}
\end{equation*}
$$

We emphasize that this is exactly the same hierarchy as (11.25). To derive the Boltzmann equation we must now introduce a new factor of irreversibility. Let us see why.

When we considered the thermodynamic limit we removed from our system the possibility of cyclic evolution as required by Poincarés theorem for finite systems. The thermodynamic limit is then an impor tant factor for the irreversibility of the macroscopic systems. But it is not enough to ensure that the system will have an irreversible behaviour. Indeed, if we change $s$ into $-s, \sigma$ into $-\sigma$ and $\vec{p}^{N}$ into $-\vec{p}^{N}$, we see that the functions $\hat{f}_{n}\left(\vec{p}^{n} ; s\right)=\tilde{f}_{n}\left(-\vec{p}^{n} ;-s\right)$ verify the same equation as the $\tilde{f}_{n}\left(\vec{p}^{4} ; s\right)$. That means that the equation (12.3) is reversible, that is, its solutions cannot verify a $\quad$ theorem. In fact, we may reverse the velocities of the system and obtain a reversed evolution with an increase of the $\eta$-function. Both evolutions, the direct and the reversed one, would be possible, because the functions $\tilde{f}_{n}\left(\vec{p}^{n} ; s\right)$ and $\hat{f}_{u}\left(\vec{p}^{n} ; s\right)$ are solutions of the same equation (12.3) if we choose the initial conditions in such a manner that $\tilde{f}_{n}\left(\vec{p}^{n} ; 0\right)=\hat{f}_{n}\left(\vec{p}^{n} ; 0\right)$, i.e. as an even function of the momenta.

On the other hand, we are interested in a dilute gas in which only the binary collisions are relevant. We have to consider therefore the limit $D \rightarrow 0$. In equation (11.25) we may see that, for finite times $t$, the limit $D \rightarrow 0$ would imply that $f_{n}\left(\vec{p}^{\prime \prime} ; t\right)$ remains constant. Actually $f_{u}(t)$ changes only through the collisions of the particles. Therefore, to have a change in the value of $f_{u}(t)$ a time interval of the order of the average duration between two successive collisions is necessary.

Thus, $t$ must be of the order of $t_{c}(t / t c \sim 1)$ and, on the other hand, one has that $t_{c}$ is of the order of the inverse of $D$, because for smaller densities the mean free path of the particles and hence $t_{c}$ are larger. Therefore, to see the evolution of $f_{u}\left(\vec{P}^{n} ; t\right)$ when $D \rightarrow 0$, it is necessary to allow that at the same time
$t \rightarrow \infty$, in such a manner that, $D t \sim t / t c \sim 1$. In other words, the condition that the gas is a dilute gas must be introduced into (11.25) through the limit:

$$
\begin{equation*}
D \rightarrow 0, t \rightarrow \infty, D t=S \text { finite } \tag{12.5}
\end{equation*}
$$

which in the time scale (12.1) is equivalent to taking equation (12.3) in the limit $D \rightarrow 0$, s finite.

We shall later show that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} K^{(j, k)}(t) A\left(\vec{p}_{j}, \vec{p}_{k}\right)=K_{\infty}^{(j, k)} A\left(\vec{p}_{j}, \vec{p}_{k}\right), \tag{12.6}
\end{equation*}
$$

$$
\lim _{t \rightarrow \infty} K^{(j, k)}(t) A\left(\vec{p}_{j}, \vec{p}_{k}\right) g_{2}\left(\vec{r}_{j}-\vec{r}_{k} ; 0\right)=0,
$$

where $A\left(\vec{p}_{j}, \vec{p}_{k}\right)$ is any function of the momenta of the particles $j$ and $k$ and $K \underset{\infty}{(j, k)}$ is the Boltzmann collision operator. With these two relations, equation (12.3) may be written, in the limit
$D \rightarrow 0$, as

$$
\begin{equation*}
\frac{\partial \tilde{f}_{n}(s)}{\partial s}=\sum_{j=1}^{n} K_{\infty}^{(j, n+1)} \tilde{f}_{n+1}(s) \tag{12.8}
\end{equation*}
$$

This equation is irreversible and is the final result of our derivetion. To obtain the Boltzmann equation from it, it suffices to note that the solution of (12.8) with the initial condition (11.22) is

$$
\begin{equation*}
\tilde{f}_{n}\left(\vec{p}^{n} ; s\right)=\prod_{j=1}^{n} \tilde{f}_{1}\left(\vec{p}_{j} ; s\right) \tag{12.9}
\end{equation*}
$$

where

$$
\tilde{f}_{1}\left(\vec{P}_{j} ; s\right) \quad \text { satisfies }
$$

$$
\begin{equation*}
\frac{\partial \tilde{f}_{1}\left(\vec{p}_{j} ; s\right)}{\partial s}=K_{\infty}^{(j ; k)} \tilde{f}_{1}\left(\vec{p}_{j} ; s\right) \tilde{f}_{1}\left(\vec{p}_{k} ; s\right) \tag{12.10}
\end{equation*}
$$

Indeed, for a given initial condition (11.22) the equation (12.8) has a unique solution. Since (12.9) satisfies (12.8) if (12.10) is verified, the expression (12.9) is the solution, and equation (12.10) must be verified. Equation (12.10) is the Boltzmann equation.

I emphasize that (12.9) is a factorization for any time, that is, it expresses the same thing as the hypothesis of molecular chaos. The main difference between our derivation of the Boltzmann equation and the traditional one is that we do not postulate molecular chaos, but we derive it by means of the limit (12.5) which introduces the irreversibility.

Why does this limit introduce the irreversibility? Before answering this question we must prove properties (12.6) and (12.7).

Their proof will give us the answer.

## 13. Binary collisions

We start by writing the expression $K^{(j, k)}(t) A\left(\vec{p}_{j} ; \vec{p}_{k}\right)$ in terms of the variables ( $\vec{r}_{b}, \vec{p}_{b}$ ) corresponding to the centre of mass of the particles $j$ and $k$ and of

$$
\begin{equation*}
\vec{r}=\vec{r}_{j}-\vec{r}_{k} \quad, \quad \vec{p}=\frac{1}{2}\left(\vec{p}_{j}-\vec{p}_{k}\right), \tag{13.1}
\end{equation*}
$$

which are the relative coordinates. We obtain

$$
\begin{equation*}
K^{(j, k)}(t) A\left(\vec{p}_{j} \cdot \vec{p}_{k}\right)=\int d \vec{p}_{k} \int d \vec{r} \frac{\partial \varphi(\vec{r})}{\partial \vec{r}} \cdot \frac{\partial}{\partial \vec{p}} e^{-i t L} \hat{A}\left(\vec{p}_{p} \vec{p}_{k}\right) \tag{13.2}
\end{equation*}
$$

where $\hat{A}\left(\vec{p}_{p} ; \vec{p}_{b}\right)=A\left(\vec{p}_{j}, \vec{p}_{k}\right)$ and

$$
\begin{equation*}
L=-i \frac{\vec{p}}{\mu} \cdot \frac{\partial}{\partial \vec{r}}+i \frac{\partial \varphi}{\partial \vec{r}} \cdot \frac{\partial}{\partial \vec{p}}=A+B,\left(\mu=\frac{1}{2} m\right) . \tag{13.3}
\end{equation*}
$$

We use now the identity

$$
\begin{equation*}
e^{-i t(A+B)}=e^{-i t A}-i \int_{0}^{t} e^{-i \tau A} B e^{-i(t-\tau)(A+B)} d \tau \tag{13.4}
\end{equation*}
$$

valid for any operators $A$ and $B$, to get

$$
\begin{equation*}
e^{-i t L} \hat{A}\left(\vec{p}: \vec{p}_{b}\right)=\hat{A}\left(\vec{p} ; \vec{p}_{b}\right)+\int_{0}^{t} e^{-i \tau(\vec{p} / \mu) \cdot(\partial / \partial \vec{r})} \frac{\partial \varphi}{\partial \vec{r}} \cdot \frac{\partial}{\partial \vec{p}} e^{-i(t-\tau) L} \hat{A}\left(\vec{p} ; \vec{p}_{s}\right) \tag{13.5}
\end{equation*}
$$

Using the same notation as in (9.3), (9.5) and (9.6), this expression may be written as

$$
\begin{equation*}
\hat{A}\left(\vec{P}_{-i} \cdot \vec{P}_{b}\right)-\hat{A}\left(\vec{P} ; \vec{P}_{b}\right)=\int_{0}^{t} \frac{\partial \varphi(|\vec{r}-(\vec{P} / \mu) \tau|)}{\partial \vec{r}} \cdot \frac{\partial}{\partial \vec{P}} \hat{A}\left[\vec{P}\left(\vec{r}-\frac{\vec{P}}{\mu} \tau, \vec{p} ;-t+\tau\right) ; \vec{P}_{b}\right] d \tau . \tag{13.6}
\end{equation*}
$$

If we choose a coordinate system such that the positive axis $z$ is in the direction of $\vec{p}$, this equation reads

$$
\begin{align*}
& \hat{A}\left[\stackrel{\rightharpoonup}{P}(x, y, z ; \vec{p} ;-t) ; \overrightarrow{P_{b}}\right]-\hat{A}\left(\vec{p} ; \vec{p}_{b}\right)= \\
& =\frac{\mu}{|\vec{p}|} \int_{z-|\vec{p} / \mu| t}^{z} d z^{\prime} \frac{\partial \varphi\left(x, y, z^{\prime}\right)}{\partial \vec{r}} \cdot \frac{\partial}{\partial \vec{p}} \hat{A}\left[\vec{P}\left(x, y, z^{\prime} ; \vec{p} ;-t+\frac{z-z^{\prime}}{|\vec{p} / \mu|}\right) ; \overrightarrow{P_{b}}\right] . \tag{13.7}
\end{align*}
$$

Due to the finite range of the forces between the particles the integrand of this expression is different from zero only in an interval of time $\tau_{c} \sim 2 \mu \lambda /|\vec{p}|$, where $\tau_{c}$ is the duration of the collision. On the other hand, for the same reason

$$
\begin{equation*}
\vec{P}_{-t}=\vec{P}(\vec{r}, \vec{p} ;-t)=\vec{p}^{\circ}(\vec{r}, \vec{p}) \text { if }-\lambda \leqslant z \leqslant \lambda \text { and } t>\alpha \tau_{c} \tag{13.8}
\end{equation*}
$$

where $\alpha$ is larger than unity and $\vec{p}^{0}$ (independent of $t$ ) is the relative momentum before the collision. Also

$$
\begin{equation*}
\vec{P}_{-t}=\vec{P}(x, y, z ; \vec{P} ;-t)=\vec{p}^{0}(x, y ; \vec{p}) \text { if } \lambda<z<2 \lambda \text { and } t>2 \alpha z_{c} \tag{13.9}
\end{equation*}
$$

where $\vec{p}^{0}$ is now independent of $t$ and $z$ and dependent on the imppact parameter $b=\left(x^{2}+y^{2}\right)^{1 / 2}$ and on $\vec{p}$ which is now the relative momentum after the collision. Therefore, for $\lambda<z<2 \lambda$ and $t>2 \alpha \tau_{c}$ according to (9.11), (13.8) and (13.9), the expression (13.7) may also be written in the form

$$
\begin{equation*}
\hat{A}\left[\vec{p}^{0}(x, y ; \vec{p}) ; \overrightarrow{p_{b}}\right]-\hat{H}\left(\vec{p} ; \vec{p}_{b}\right)=\frac{\mu}{|\vec{p}|} \int_{-\infty}^{\infty} d z^{\prime} \frac{\partial \varphi\left(x, y, z^{\prime}\right)}{\partial \vec{r}} \cdot \frac{\partial \vec{p}}{\partial \vec{p}}\left[\vec{p}\left(x, y, z^{\prime} ; \vec{p}\right) ; \overrightarrow{p_{b}}\right] . \tag{13.10}
\end{equation*}
$$

But using (13.8), if $t>\boldsymbol{\alpha} \boldsymbol{\tau}_{\mathbf{c}}$ we have

$$
\begin{equation*}
\hat{A}\left[\overrightarrow{\mathrm{p}}^{0}(x, y, z ; \vec{p}) ; \vec{p}_{3}\right]=e^{-i t L} \hat{A}\left(\vec{p} ; \vec{p}_{b}\right) \tag{13.11}
\end{equation*}
$$

and therefore, integrating both sides of (13.10) with respect to $\overrightarrow{\mathrm{P}}_{\mathrm{k}}$ $x$ and $y$, the right-hand side gives $\mu /|\vec{p}|$ times the right hand side of (13.2) when $t>\alpha \tau_{c}$. Hence, when $t \rightarrow \infty$,

$$
\begin{align*}
& K_{\infty}^{(j, k)} A\left(\vec{p}_{j}, \vec{p}_{k}\right)=K^{(j, k)}\left(t>\alpha z_{c}\right) A\left(\vec{p}_{j}, \vec{p}_{k}\right)= \\
& \quad=\int d \vec{p}_{k} \iint d x d y \frac{\left|\vec{p}_{j}-\vec{p}_{k}\right|}{m}\left[A\left(\vec{p}_{j}^{0}, \vec{p}_{k}^{0}\right)-A\left(\vec{p}_{j}, \vec{p}_{k}\right)\right] \tag{12.12}
\end{align*}
$$

Thus, we have proved the property (12.6).
On the other hand, by using the coordinates of the centre of mass and the relative variables (13.1), one may write

$$
\begin{equation*}
K^{(j, k)}(t) A\left(\vec{p}_{j}, \vec{p}_{k}\right) g_{2}\left(\left|\vec{r}_{j} \vec{r}_{k}\right| ; 0\right)=\int d \vec{p}_{j} \int d \vec{r} \frac{\partial \varphi}{\partial \vec{r}} \cdot \frac{\partial}{\partial \vec{p}} \hat{A}\left(\vec{p}_{-t} ; \vec{p}_{s}\right) g_{2}\left(\left|\vec{r}_{t}\right| ; 0\right), \tag{13.13}
\end{equation*}
$$

where the integrand is different from zero only if $|\vec{r}| \leqslant \lambda$. But then, for times which are large enough, we will have

$$
\begin{equation*}
\left|\vec{r}_{-t}\right|>+\quad \text { if }|\vec{r}| \leqslant \lambda \quad \text { and } \quad t>\beta \tau_{c} \tag{13.14}
\end{equation*}
$$

and, according to (11.19), $g_{2}\left(\left|\vec{r}_{-t}\right| ; 0\right)=0$. Thus, we have proved the property (12.7), and completed the derivation of the Boltzmann aquation, since together with (13.12), equation (12.10) reads

$$
\begin{equation*}
\frac{\partial \tilde{f}_{1}\left(\vec{p}_{j} ; s\right)}{\partial s}=\int d \vec{p}_{k} \iint d x d y \frac{\left|\vec{p}_{j} \cdot \vec{p}_{k}\right|}{m}\left[f_{1}\left(\vec{p}_{j} ; s\right) f_{1}\left(\vec{p}_{k}^{*} ; s\right)-f_{1}\left(\vec{p}_{j} ; s\right) f_{1}\left(\vec{p}_{k} ; s\right)\right] \tag{13.15}
\end{equation*}
$$

## 14. Molecular chaos

We have seen that the introduction of the thermodynamic limit and the limit (12.5) into the Liouville equation (or the BBGKY hierarch), which is reversible, allows us to obtain the Boltzmann equation, which is irreversible, and moreover, the property (12.9) gives us molecular chaos at every time $s$. The thermodynamic limit has already been briefly discussed and we have seen how it removes the recurrences due to the Poincaré's cycles. We have also proved that the limit (12.5) removes the time reversibility of the mechanical system, but we have not discussed why this is so, and we have not yet investigated the meaning of this limit.

When we discussed the meaning of the evolution of the entropy of an isolated system we arrived at the conclusion that to obtain an increase in entropy it is necessary to introduce more and more microstates during the evolution of the system, Also, when we discussed the possibility of a generalized $\eta$-theorem, valid at all times, we saw that it is necessary to introduce new ensembles for every time. Both conclusions can be expressed by saying that to obtain
irreversibility it is necessary to interrupt the dynamical evolution. This interruption ignores the exact evolution and introduces in our problem a lack of information.

On the other hand let us remember, that the factor giving irreversibility in the traditional derivation of the Boltzmann equation is the hypothesis of molecular chaos, i.e. the assumption that there is no correlation between the particles. We have also said that after two particles collide, they remain correlated. Now, assuming that they are not correlated in the next collision implies that one "must forget" what happened in the former collision. In this manner, instead of having a collision constrained by the preceding ones (in the sense that the collision parameters are imposed by the earlier collisions), we have a totally independent collision. This independent collision may be realised in more ways than if it were constrained. Thus we understand how the assumption of molecular chaos leads to irreversibility; it is equivalent to introducing successively into each collision more and more arbitrarjness, more and more entropy.

We may ask how in our previous mechanical derivation we could get collisions not constrained by the earlier ones. The decisive factor introducing irreversibility was the replacement of expression (13.2) by expression (13.12) in going from (12.3) to (12.8). Let us examine both expressions. Expression (13.2) allows one to follow the evolution of the particles $j$ and $k$ along their continuous trajectories. On the contrary, expression (13.12), which is valid only for times $t>\alpha \tau_{c}$, follows the evolution of the particles before and after each collision, but not during the collisions. That means that in the Boltzmann equation (13.15) the rate of change of $\tilde{f}_{1}\left(\vec{p}_{j} ; s\right)$ is not given as a continuous succession of values of this function at all times, but instead as a discrete succession of these values at times when there are no collisions.

To pass from (12.3) to (12.8) we introduced the limit (12.5) into (12.3). This limit is therefore responsible for the molecular chaos at all times. It is clear that on the time scale $s=D t \sim t / t_{c}$ the duration of the collisions $\tau_{c}$ becomes negligible when $t_{c}$ is large. So that, when we are dealing with times $s$ we can ignore intervals of time of the order of $\tau_{c}$. The dynamical evolution of the system is thus interrupted. We could say that there are "more instants" of time in the Liouville equation than in the Boltzmann equation. Irreversibility is due to this loss of information.
IV. THE IRREVERSIBILITY OF OTHER EQUATIONS

## 15. The Prigogine-Brout equation

I will now briefly discuss in the same manner some other irreversible equations. Let us begin with the Prigogine-Brout equation.

We consider a system with a Hamiltonian function

$$
\begin{equation*}
H=\sum_{j=1}^{N} \frac{\vec{p}_{j}^{2}}{2 m}+\lambda \frac{1}{2} \sum_{\substack{j=1 \\ j \neq k}}^{N} \sum_{k=1}^{N} \varphi\left(\left|\vec{r}_{j}-\vec{r}_{k}\right|\right)=H^{0}+\lambda H^{\prime} . \tag{15.1}
\end{equation*}
$$

Here $H^{0}$ is the Hamiltonian function of a system of free particles and $H^{\prime}$ may be regarded as a perturbation due to the forces between the particles. We assume that the perturbation is very weak and, thus, the parameter $\lambda$ measuring the strength of the perturbation is considered to be small. The Liouville operator corresponding to the Hamiltonian (15.1) may be written as

$$
\begin{equation*}
L=L^{0}+\lambda L^{\prime} \tag{15.2}
\end{equation*}
$$

and the Liouville equation for this system is

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho\left(\vec{r}^{N} \cdot \vec{p}^{N} ; t\right)=-i\left(L^{0}+\lambda L^{1}\right) \rho\left(\vec{r}^{N}, \vec{p}^{N} ; t\right) . \tag{15.3}
\end{equation*}
$$

We now follow Zwansig's method and introduce a projection operator

$$
\begin{equation*}
P \ldots=\frac{1}{V^{N}} \int d \vec{r}^{N} \ldots \tag{15.4}
\end{equation*}
$$

such that the momentum distribution function $f\left(\vec{p}^{N}: t\right)$ is given by

$$
\begin{equation*}
f\left(\vec{P}^{N} ; t\right)=\frac{1}{V^{N}} \int d \vec{r}^{N} \rho\left(\vec{r}^{N} \cdot \vec{p}^{N} ; t\right)=P \rho\left(\vec{r}^{N} \cdot \vec{p}^{N} ; t\right) . \tag{15.5}
\end{equation*}
$$

By projecting the LiouviJle equation with $P$ and (l-P) and using techniques similar to those used above for deriving the hierarchy (11.14), after some calcuJation and using additional assumptions on the behaviour at $t=0$, one finds:

$$
\begin{equation*}
\frac{\partial f\left(\vec{p}^{N} ; t\right)}{\partial t}=-\lambda^{2} \int_{0}^{t} P L^{\prime} e^{-i \tau L^{0}} L^{\prime} P^{\prime} f\left(\vec{p}^{N} ; t-\tau\right) d \tau+O\left(\lambda^{3}\right) . \tag{15.6}
\end{equation*}
$$

One easily sees from this equation that there is a characteristic time of the system related to the coupling parameter $\boldsymbol{\lambda}$. Indeed, if is sufficiently small this equation shows that $f\left(\vec{p}^{*} ; t\right)$ is a slowly varying function of $t$. (It is clear that in the case that $\lambda=0$ the momentum distribution function of a system with Hamiltonian funcdion

$$
\begin{equation*}
H^{0}=\sum_{j=1}^{N} \frac{\vec{P}_{j}^{2}}{2 m} \tag{15.7}
\end{equation*}
$$

does not change with time). Thus one can define for our system a time $t_{c}$ such that for $t<t_{c}$, the momentum distribution funddion may be regarded as constant. This time $t_{c}$ is in this case of the order of $\lambda^{-2}$ and therefore it is convenient to introduce a time scale

$$
\begin{equation*}
t / t_{c} \sim \lambda^{2} t=s \tag{15.8}
\end{equation*}
$$

and deal with times $s$ instead of $t$; for small values of $\lambda$ the function

$$
\begin{equation*}
\tilde{f}\left(\vec{p}^{N} ; s\right)=f\left(\vec{p}^{N} ; s / \lambda^{2}\right)=f\left(\vec{p}^{N} ; t\right) \tag{15.9}
\end{equation*}
$$

has a rate of change measured on the scale (15.8) larger than that measured on scale $t$ :

$$
\begin{equation*}
\frac{\partial \tilde{f}\left(\vec{p}^{N} ; S\right)}{\partial S}=-\int_{0}^{S / \lambda^{2}} P L^{\prime} e^{-i z L^{0}} L^{\prime} P \tilde{f}\left(\vec{p}^{N} ; s-\lambda^{2} \tau\right) d \tau+O(\lambda) . \tag{15.10}
\end{equation*}
$$

Taking in equation (15.6), the limit of very weak coupling

$$
\begin{equation*}
\lambda \rightarrow 0, \quad t \longrightarrow \infty, \quad \lambda^{2} t=s \quad \text { finite }, \tag{15.11}
\end{equation*}
$$

which is equivalent to taking the limit $\lambda \rightarrow 0$ in equation (15.10), one obtains

$$
\begin{equation*}
\frac{\partial \tilde{f}\left(\vec{p}^{N} ; s\right)}{\partial s}=-\left(\int_{0}^{\infty} P L^{\prime} e^{-i z L^{\circ} L^{\prime} P d z}\right) \hat{f}\left(\vec{p}^{*} ; s\right)=-\Psi \tilde{f}\left(\vec{p}^{N} ; s\right) . \tag{15.12}
\end{equation*}
$$

Or, written on the scale $t$,

$$
\begin{equation*}
\frac{\partial f\left(\vec{p}^{N} ; t\right)}{\partial t}=-\lambda^{2} \Psi f\left(\vec{p}^{N} ; t\right) \tag{15.13}
\end{equation*}
$$

Equations (15.6) and (15.10), which are called "pre-master aquations", are reversible; equations (15.12) and (15.13), which are called "master equations" are irreversible. The irreversibility is here introduced by means of the limit ( 15.11 ) which interrupts the dynamical evolution of the system. Let us note that in the derivetion of the Prigogine-Brout equation (15.12), which we have sketched, the introduction of the irreversibility was carried out in a way similar to that used in our treatment of the Boltzmann equation. Using the weak-coupling limit (15.11), we have neglected the detailed process of changing of the momenta and we consider only the rate of change of the momentum distribution function during time intervals of the order of ${ }^{t}{ }_{c}$.

## 16. Langevin and Fokker-Planck equations

The Lengevin equation for Brownian motion may be written in the form

$$
\begin{equation*}
\frac{d}{d t} \vec{P}_{B}(t)=-\gamma \vec{P}_{B}(t)+\vec{R}(t) \tag{16.1}
\end{equation*}
$$

where $\vec{P}_{B}(t)$ is the momentum of the Brownian particle at time $t$, $\gamma$ is a friction coefficient and $\vec{R}(t)$ is a rapidly fluctuating, stochastic force. This equation can be derived, by means of projection operator techniques, from Newton's equation

$$
\begin{equation*}
\frac{d}{d t} \vec{P}_{B}(t)=i L \vec{P}_{B}(t) \tag{16.2}
\end{equation*}
$$

where $L$ is the Liouville operator of the system consisting of the Brownian particle and the particles of the fluid. As a first step one may derive the Pori equation

$$
\begin{equation*}
\frac{d}{d t} \vec{P}_{B}(t)=-\int_{0}^{t} \stackrel{\rightharpoonup}{\gamma}(\tau) \cdot \vec{P}_{B}(t-\tau) d \tau+\vec{R}(t) \tag{16.3}
\end{equation*}
$$

which is just equation (15.2) written in another, equivalent form. There the tensor $\vec{\gamma}(\tau)$ is related to the force $\vec{R}(t)$ through

$$
\begin{equation*}
\overrightarrow{\vec{\gamma}}(t)=\frac{1}{m_{B} k T}\langle\vec{R} \vec{R}(t)\rangle \tag{16.4}
\end{equation*}
$$

where $m_{B}$ is the mass of the Brownian particle, $k$ is Boltzmann's constant, $T$ the absolute temperature, and $\langle\vec{R} \vec{R}(t)\rangle$ the correlation function of $R$, which is given by

$$
\begin{equation*}
\vec{R}(t)=e^{i t(1-P) L}\left(\dot{\overrightarrow{P_{P}^{B}}}-\frac{1}{m_{B} k T} \stackrel{\rightharpoonup}{P}_{B} \cdot\left\langle\vec{P}_{B} \dot{\vec{P}}_{B}\right\rangle\right) \tag{16.5}
\end{equation*}
$$

Here, $P$ is the projection operator

$$
\begin{equation*}
P \ldots=\frac{1}{m_{B} k T} \vec{p}_{B} \cdot\left\langle\vec{p}_{B} \ldots\right\rangle=\frac{1}{m_{B} k T} \vec{p}_{B} \cdot \int f^{e q} \ldots d \Gamma \tag{16.6}
\end{equation*}
$$

with the integration taken over the phase space of the whole system of Brownian and fluid particles, and with $f^{e q}$ the canonical distribution function of the whole system.

The Mari equation is reversible as is Newton's equation. The first term on the right-hand side of equation (16.3) is not a dissipative term, and the force $\vec{R}(t)$ is not stochastic.

If we use the notation $m_{f} / m_{B}=\lambda^{2}, \overline{\vec{r}^{\prime}}=m_{B} \overrightarrow{\vec{r}}$ and $\vec{p}_{B}=m_{B} \vec{v}_{B}$, we may write the Mori equation as

$$
\begin{equation*}
\frac{m_{f}}{\lambda^{2}} \frac{d \vec{v}_{B}(t)}{d t}=-\int_{0}^{t} \overrightarrow{\vec{\gamma}}^{\prime}(r) \cdot \vec{v}_{B}(t-r) d \tau+\vec{R}(t) . \tag{16.7}
\end{equation*}
$$

Now we note that the time interval necessary for a given change in the velocity of the Brownian particle to occur (for a given mean force exerted on it by the fluid particles) is proportional to its mass. When the mass of the Brownian particle is much larger than that of the fluid particles, there is a characteristic time $t_{c}$ such
that for times $t<t_{c}$ no appreciable change of $\vec{v}_{B}$ is seen. Only the various collisions between the Brownian particle and the fluid particles taking place during time intervals $\boldsymbol{t}_{\boldsymbol{c}}$ are able to change $\vec{V}_{B}$ appreciably. We therefore introduce a time scale $s=\lambda^{2} t$ in which the typical character of Brownian motion can be exhibited. With this new time scale the Mori equation reads

$$
\begin{equation*}
m_{f} \frac{d \tilde{\vec{v}}_{B}(s)}{d s}=-\int_{0}^{s / \lambda^{2}} \overrightarrow{\vec{r}}^{\prime}(\tau) \cdot \tilde{\vec{v}}_{B}\left(s-z \lambda^{2}\right) d z+\stackrel{\widetilde{R}}{ }(s) \tag{16.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\vec{V}}_{B}(s)=\vec{V}_{B}\left(s / \lambda^{2}\right)=\vec{V}_{B}(t) \text { and } \vec{R}(t)=\tilde{\vec{R}}(s) \tag{16.9}
\end{equation*}
$$

We take now the Brownian limit

$$
\begin{equation*}
\lambda^{2} \rightarrow 0, t \rightarrow \infty, \lambda^{2} t=5 \text { finite } \tag{16.10}
\end{equation*}
$$

and obtain

$$
\begin{equation*}
m_{f} \frac{d \tilde{\vec{v}}_{B}(s)}{d s}=-\left(\int_{0}^{\infty} \overrightarrow{\vec{F}}^{\prime}(\tau) d \tau\right) \cdot \tilde{\vec{v}}_{B}(s)+\tilde{\vec{R}}(s) \tag{16.11}
\end{equation*}
$$

or, with the former time scale

$$
\begin{equation*}
m_{B} \frac{d \vec{v}_{B}(t)}{d t}=-\left(\int_{0}^{\infty} \vec{r}^{\prime}(\tau) d \tau\right) \cdot \vec{v}_{B}(t)+\vec{R}(t) \tag{16.12}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\hat{\overrightarrow{\vec{r}}}^{\prime}=\int_{0}^{\infty} \overrightarrow{\vec{\gamma}}(\tau) d \tau=\lim _{z \rightarrow 0} \frac{1}{2 k T} \int_{-\infty}^{\infty} e^{-z \tau}\langle\vec{R} \vec{R}(\tau)\rangle d \tau \tag{16.13}
\end{equation*}
$$

is a constant and therefore the first term on the right-hand side of (16.12) is a dissipative term. Equation (16.13) expresses the fluc-tuation-dissipation theorem for this case, and one sees that

$$
\begin{equation*}
\langle\vec{R} \vec{R}(\tau)\rangle=2 k T \hat{\vec{\gamma}}^{\prime} \delta(\tau) \tag{.6.14}
\end{equation*}
$$

and $\vec{R}(\tau) \quad$ is a fastly-fluctuating force.
An analogous limit must be employed for deriving the FokkerPlanck equation

$$
\begin{equation*}
\frac{d f_{B}}{d t}=\left(\frac{\partial}{\partial t}+\frac{\vec{p}_{B}}{m} \cdot \frac{\partial}{\partial \vec{r}_{B}}+\left\langle F_{B f}\right\rangle \cdot \frac{\partial}{\partial \vec{p}_{B}}\right) f_{B}(t)=\frac{\partial}{\partial \vec{p}_{B}} \cdot \hat{\overrightarrow{\vec{\gamma}}} \cdot\left[\frac{\vec{p}_{B}}{m_{B}}+k T \frac{\partial}{\partial \vec{p}_{B}}\right] f_{B}(t) \tag{16.15}
\end{equation*}
$$

from the Iebowitz-REsibois equation

$$
\begin{equation*}
\frac{d f_{B}(t)}{d t}=\int_{0}^{t} \frac{\partial}{\partial \vec{p}_{B}} \cdot \overrightarrow{\vec{r}}^{\prime}(\tau) \cdot\left(\frac{\vec{p}_{B}}{m_{B}}+k T \frac{\partial}{\partial \vec{p}_{B}}\right) f_{B}(t-\tau) d \tau, \tag{16.16}
\end{equation*}
$$

which may be derived from the Liouville equation by using projection operator techniques. In (16.15) and (16.16) $f_{B}(t)$ is the reduced distribution function for the Brownian particle.
17. The Choh-Uhlenbeck equation

Let us return now to our derivation of the Boltzmann equation. The substitution of the formal solution of (ll.13) for into (11.10) allowed us to obtain (11.14). If we now substitute this solu. tion of (11.13) into (11.14) we get

$$
\begin{align*}
& \frac{\partial f_{n}(t)}{\partial t}= D \int_{0}^{t} \frac{\partial K_{n, n+1}(\tau)}{\partial \tau} f_{n+1}(t-\tau) d \tau+D^{2} \int_{0}^{t} \frac{\partial K_{n, n+2}(\tau)}{\partial \tau} f_{n+2}(t-\tau) d \tau \\
&+D K_{n, n+1}(t) h_{n+1}(0)+D^{2} K_{n, n+2}(t) h_{n+2}(0)  \tag{17.1}\\
&-i D^{3} \int_{0}^{t} K_{n, n+2}(\tau) \lim _{v \rightarrow \infty}\left(1-P_{n+2}\right) \mathcal{L}_{n+2, n+3} h_{n+3}(t-r) d \tau
\end{align*}
$$

where

$$
K_{n, n+2}(t)=-\lim _{v \rightarrow \infty} \int_{0}^{t} P_{n} \alpha_{n, n+1} e^{-i r L_{n+1}}\left(1-P_{n+1}\right) \mathcal{L}_{n+1, n+2} e^{-i(t-r) \operatorname{Ln} n+2}
$$

The structure of equation (16.1) is quite similar to that of (11.14). The primary difference between them is that the terms, which for finite $t$ are of the order of $D^{2}$, have been written here in the same way as those of order D. In addition, we have in (17.1) a term of the order of $D^{3}$. Iterating $l$ times by this procedure gives

$$
\begin{align*}
& \frac{\partial f_{n}(t)}{\partial t}=\sum_{m=1}^{l} D^{m}\left\{\int_{0}^{t} \frac{\partial k_{n, n+m}(r)}{\partial r} f_{n+m}(t-r) d r+K_{n, n+m}(t) h_{n+m}(0)\right\}  \tag{17.3}\\
&-i D^{l+1} \lim _{v \rightarrow \infty} \int_{0}^{t} K_{n, n+l}(r)\left(1-P_{n+l}\right) \mathcal{L}_{n+l, n+l+1} h_{n+l+1}(t-r) d r
\end{align*}
$$

where

$$
\begin{align*}
& K_{n, n+m}(t)=(-i)^{m} \lim _{v \rightarrow \infty} P_{n} \alpha_{n, n+1} \tag{17.4}
\end{align*}
$$

Here, $\boldsymbol{\tau}_{0}=0$. The index "ord" denotes that. the product (which is unity if $m=1$ ) is ordered from left to right according to increasing values of k. Equations (17.1) and (17.2) become respectively (17.3) and (17.4), for the particular case when $m=2$. Iterating indefinitely by this procedure (i.e. if $\ell=\infty$ ) we obtain

$$
\frac{\partial f_{n}(t)}{\partial t}=\sum_{m=1}^{\infty} D^{m}\left\{\int_{0}^{t} \frac{\partial k_{n, n+m}(\tau)}{\partial r} f_{n+m}(t-r) d \tau+k_{n, n+m}(t) l_{n+m}(0)\right\}
$$

All these equations are exact in the thermodynamic limit.
In particular if $n=1$, for times $t>2 \alpha \tau_{c}$ and neglecting the term which for finite times is of the order of $D^{3}$, equation (17.1) takes the form

$$
\begin{equation*}
\frac{\partial f_{1}(t)}{\partial t}=\int_{0}^{t}\left[D \frac{\partial K_{1,2}(\tau)}{\partial \tau} f_{2}(t-\tau)+D^{2} \frac{\partial K_{1,3}(\tau)}{\partial \tau} f_{3}(t-\tau)\right] d \tau \tag{17.6}
\end{equation*}
$$

where $K_{1,2}(t)$ is given by (11.15) and $K_{1,3}(t)$ is given by (17.2), in the case $n=1$. For times $t$ such that $t>\alpha \tau_{c}, K_{1,2}(t)$ becomes the Boltzmann collision operator and $K_{1,3}(t)$ may be written as

$$
\begin{align*}
& K_{1,3}(t)=\lim _{V \rightarrow \infty} \iint d \vec{r}_{2} d \vec{p}_{2} \iint d \vec{r}_{3} d \vec{p}_{3}\left\{i P^{(1)} L^{(1,2)} e^{-i t L^{(1,2)}}\left(1-2 P^{(1,2)}\right)\right. \\
& -i P^{(1)} L^{(1,2)} e^{-i t L^{(1,2,3)}}+i P^{(1)} L^{(1,2)} e^{-i t L^{(1,2)}} P^{(1,2)} \sum_{j=1}^{2} e^{-i t L^{(j, 3)}} \\
& \begin{array}{r}
+\int_{0}^{r_{c}} P^{(1)} L^{(1,2)}\left(e^{-i \tau L^{(1,2)}}-e^{\left.-i t L^{(1,2)}\right)} P^{(1,2)}\right. \\
\left.\times \sum_{j=1}^{3} L^{(j, 3)} e^{-i(t-z) L^{(j, 3)}} d \tau\right\} .
\end{array} \tag{17.7}
\end{align*}
$$

This operator will be called "triple collision operator". We see, choosing the initial conditions which we assumed in deriving the Boltzmann equation, that there is no contribution in (17.6) due to the initial conditions on the equation for the rate of change of $f_{1}(t)$. However it cannot be proved that the solutions of (17.6) satisfy exactly the hypothesis of molecular chaos at every time.

Expanding the functions $f_{2}(t-\tau)$ and $f_{3}(t-\tau)$ involved in (17.6) in a Taylor series around $\tau=0$, and neglecting the terms which for finite times are of the order of $D^{3}$, or smaller, equation (17.6) may be written in the form

$$
\begin{equation*}
\frac{\partial f_{1}(t)}{\partial t}=D K_{1,2}(t) f_{2}(t)+D^{2} K_{T}(t) f_{3}(t) \tag{17.8}
\end{equation*}
$$

The operator $K_{T}(t)$ is the Choh-Uhlenbeck operator

$$
\begin{align*}
K_{T}(t) & =-i \lim _{v \rightarrow \infty} \iint d \vec{r}_{2} d \vec{p}_{2} \iint d \vec{r}_{3} d \vec{p}_{3} P^{(1)} L^{(1,2)} \\
& \times\left\{e^{-i t L^{(1,2,3)}}+e^{-i t L^{(1,2)}}-e^{-i t L^{(1,2)}} \sum_{j=1}^{2} e^{-i t L^{(j, 3}}\right\} \tag{17.9}
\end{align*}
$$

Equation (17.8) is an irreversible equation. The justification for neglecting the various terms in arriving at this equation is given elsewhere. The important point is that we have obtained an irreversidle equation by considering only times $t>2 \alpha \tau_{c}$ so that equation (17.8) is not valid for all times. We thus interrupt the continuous evolution of the system and look into it only at discontinuous instants of time. In this case we do not take a limit such as (12.5), because
by doing so we would get the Boltzmann equation. However, in corlsidering times $t>2 \alpha \tau_{c}$ we are employing a certain kind of time scale just as in the case of the irreversible equations which we studied above.
18. Final remarks

In the derivation of the irreversible equations which I have preented to you there are some common points. Let us summarize them.

The first point is that we deal with large systems. The size of the system is introduced either through the thermodynamic limit (as in the case of the Boltzmann equation) or by considering that there is an equilibrium distribution function and a temperature in the system (as in the case of the Langevin equation). By considering large systems we remove the recurrences due to Poincarés cycles.

The second point is that there is always a characteristic time (or frequency) associated with the system. We have denoted this time by $t_{c}$. This time is related to a characteristic parameter of the system ( $D, \lambda^{2}$ or $m_{f} / m_{B}$ ) which is assumed to take small values. The rate of change of the studied function (the momentum distribution function, or the momentum of the Brownian particle) is proportional to the characteristic parameter and thus, for small values of it, the function is a slowly varying function of time $t$, and it is roughly constant in eny interval of time of a duration of the order of
$\Delta t<t_{c}$. In order to see an evolution of the system it is necessary to consider times $t>t_{c}$.

The third point is the introduction of a new time scale $S \sim t / t_{c}$ Then we take the limit considering the characteristic parameter to be very small and the time $t$ large:

$$
t_{c} \rightarrow \infty, t \rightarrow \infty, \quad t / t_{c} \sim s \quad \text { finite. } \quad \text { (18.1) }
$$

This limit introduces the irreversibility because it interrupts the dyramical evolution of the system in a special way. Indeed in passing from one instant $s$ to another, we do not consider in detail the exact evolution of the system. In the case of the Boltzmann equation, for instance, the passage from one time $s$ to another is not made as a consequence of a specified collision. Perhaps this is better seen in the case of Brownian motion, jn which the passage from time $s$ to another time is not made as a consequence of one collision between the

Brownian particle and one of the fluid, but as a consequence of the many collisions between the Brownian particle and the particles of the fluid. Indeed, during the time $t_{c}$ many fluid parti.cles collide with the Brownian particle and the change of velocity of the latter is the result of these very many collisions.

Another common point in the derivation of the irreversible equations is the use of projection operator techniques. This is a matter of taste and is not required for irreversibility.

We conclude therefore that we cannot derive irreversible equations from reversible ones if we do not force the irreversibility, because the dynamical evolution cannot introduce the irreversibility by itself. This forced introduction of irreversibility has been made here by interrupting the dynamical evolution by considering a time scale such that in the passage from one instant to another some amount of information about the detailed evolution is lost. This is done by means of a hypothesis, namely that the limit (18.1) needs to be considered. (In the case of the Choh-Uhlenbeck equation this limit is not taken, but a similar hypothesis is introduced in considering only times larger than $\left.2 \alpha \tau_{c}\right)$.

We have not studied here the properties which a system must have in order to behave irreversibly, i.e. the structure of the exact reversible evolution equations of the system, which when considering a limit such as (l8.1), give rise to irreversible equations. Our aim here has only been to show how irreversibility must be forced and how it is a consequence of some loss of information during the dynamical evolution of the system.
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## I. INTRODUCTION

I would like to talk about some of the progress that has been made in recent years in the mathematical theory of measure preserving transformations: ergodic theory. Since the dynamical flow in the phase space, which describes the time evolution of a Hamiltonian system, is an example of such a transformation, this work has, in my opinion, much relevance to statistical mechanics and to the question of irreversibility. While the recent progress in this field is due mostly to the work of mathematicians like von Neumann, Hopf, Kolmogorov, Sinai, Ornstein and others, the origins of the subject go back to the founding fathers of statistical mechanics; Boltzmann, Maxwell, Gibbs and Einstein. These men and their followers invented the concept of ensembles to describe equilibrium and nonequilibrium macroscopic systems. In trying to justify the use of ensembles, and to determine whether the ensembles evolved as expected from nonequilibrium to equilibrium, they introduced further concepts such as "ergodicity" and "coarse graining". The use of these concepts raised mathematical problems that they could not solve, but like the good physicists they were they assumed that everything was or could be made all right mathematically and went on with the physics.

Their mathematical worries, however, became the seeds from which grew a whole beautiful subject called "ergodic theory". Here I will describe some recent (and some not so recent) developments that partially solve some of the problems that worried the Founding Fathers. Although results are not yet well enough developed to answer all the questions in this area that are of interest to physicists, such as the derivation of kinetic equations or the general problem of irreversibility, they do make a start.

Since it has been only in the last few years that physicists have again become deeply involved in this subject, there is a big gap in the statistical mechanics literature concerning the developments in ergodic theory which have occurred in the last forty years. As a recent convert I have preached the gospel of ergodic theory many times in many places. Some of you will therefore have heard some parts of this talk before or you may have read it in some of the reviews of the subject I have written. Indeed these notes contain some (almost) verbatim transcripts of my article with Penrose in Physics Today.

I have also borrowed freely from joint works with Goldstein, Lanford and Aizenman, as well as independent works of these authors. The credit, but certainly not the blame, for what I will present here is therefore a shared one.

A partial list of references, especially suited for physicists, is given at the end.

### 1.1 Scope of lectures

Ergodic theory is concerned with the time evolution of Gibbs ensembles. It has revealed that there is more to the subject than the simple guestion of whether a dynamical system is ergodic (which means roughly, whether the system, if left to itself for long enough, will pass close to nearly all the dynamical states compatible with conservation of energy). Instead there is a hierarchy of properties that a dynamical system may have, each property implying the preceding one, and of which ergodicity is only the first (see Table l). The next one, called "mixing" provides a formulation of the type of irreversible behaviour that people try to obtain by introducing coarse-grained ensembles. At the top of our hierarchy is a condition (the Bernoulli condition) ensuring that in a certain sense the system, though deterministic, may appear to behave as randomly as the numbers produced by a roulette wheel.

Some of the mathematical results we shall be discussing have established the positions of some model physical systems in this hierarchy. Of particular interest to physicists is the work of Ya. Sinai on the hard-sphere system, which shows that this system is both ergodic and mixing. I shall also discuss some work by A.N. Kolmogorov, V.I. Arnold and J. Moser on systems of coupled anharmonic oscillators, which shows that, contrary to a common assumption, these systems may not even reach the "ergodic" rung on the ladder. (G.H. Walker and J. Ford have described this work for physicists).

All the physical systems $I$ shall discuss obey classical mechanics or are models of such systems. I shall consider first systems which have a finite number of degrees of freedom and are confined to a finite region of physical space. Here the concepts, if not the proofs, are basically simple. Later I shall discuss infinite systems, by which I mean the limit of a finite system as its size increases without bound. The concepts involved here are more difficult or at least may be less familiar to you. Also the basic ingredient for the study of the ergodic properties of such systems, the existence of a well-defined

| Infinite systems: Ideal gas. Hard rod system, per fect harmonic crystal | Bernouilli system | Equivalent to roulette wheel |
| :---: | :---: | :---: |
| Baker's transformation, Geodesic flow on space of negative curvature, Particle moving among fixed convex scatterers |  |  |
| Infinite system: Iorentz gas | K-system | Essential randomness |
| Two or more hard spheres moving in two or higher dimensions? |  |  |
| Simple model system with collisions' | Mixing system | Approach to equilibrium |
| One dimensional harmonic oscillator | Ergodic system | Use of microcanonical ensemble |

## Table 1. Hierarchy of Systems

The middle column lists the systems that will be discussed in these lectures, with the strongest at the top. Every mixing system is ergodic, every $K-s y s t e m$ is mixing and every Bernoulli system is a K-system. At the left are examples of the system and at the right physical interpretations or implications.
time evolution, has only very recently been proved by Lanford. My discussion of infinite systems will therefore be even more sketchy than for the finite case. The reason for discussing them at all is that it is only in this limit, usually referred to as the thermodynamic limit, that the distinction between microscopic and macroscopic observables, which appears essential to any complete theory of irreversibility, can be formulated precisely.

My reason for not dealing with quantum systems here is that a finite quantum system can never exhibit any of the properties higher than simple ergodicity in our hierarchy (although, of course, a large quantum system may approximate closely the behaviour characterized by these concepts). This is because the spectrum of a finite quantum
system is necessarily discrete, whereas for a finite classical system the spectrum (of the Liouville operator) can be continuous. Infinite quantum systems can, and do, exhibit ergodic behaviour similar to classical systems. Some very beautiful work on such systems has just, very recently, been done by Haag, Kastler and Eva Trych-Pohlmeyer, who, is here. I hope to elaborate slightly on these remarks about quantum systems during these lectures.

I should point out right here that care must be exercised in drawing analogies between the ergodic properties of finite and infinite systems, as the dependence of these properties on the interactions between the particles, and thus also their physical interpretation, may be very different in the two cases. Thus while a finite ideal gas (classical system of non-interacting point particles) is not even ergodic, the infinite ideal gas has the strongest possible ergodic properties: it is a Bernoulli system, c.f. Table l.

The explanation of the good ergodic properties of the infinite ideal gas is simple: local disturbances 'fly off' unhindered to infinity where they are no longer observable. This means that the 'approach' or better the return to equilibrium of a large (infinite) system, which is perturbed locally away from equilibrium, may occur even in the absence of a local 'dissipative' mechanism such as is provided by collisions. It can happen simply, as it does in the ideal gas (or the perfect harmonic crystal) by the disturbance disappearing from sight by the free streaming motion of the particles (phonons).

This kind of return to equilibrium is of course not described by a kinetic or hydrodynamic equation and is therefore not the kind of irreversibility which is of interest in real physical systems. It is therefore necessary to introduce additional structure, to that provided by ergodic theory alone, to distinguish between infinite systems of the ideal gas type and more realistic physical systems, such as the Lorentz gas, where there exists a local mechanism, e.g. collisions, for the approach to equilibrium. A start in this direction has been made by $S$. Goldstein who considered the (generalized) ergodic properties of an infinite system under the joint group consisting of the time evolution and space translations. He showed that these two different kinds of systems can indeed be clearly distinguished with this sharper tool. The work of Haag, Kastler and Pohlmeyer, mentioned earlier, also has some bearing on this question and I hope to return to this point later.

## II. ERGODICITY AND ENSEMBTE DENSITIES

Before we go on to discuss the new results, we review some mathematical definitions. If our dynamical system has $n$ degrees of freedom, we can think of its possible dynamical states geometrically, as points in a $2 n$-dimensional space (phase space), with $n$ position coordinates and $n$ momentum coordinates. If the energy of the system is $E$, then its dynamical state $x\left(=\left(q_{1} \ldots\right.\right.$ $\left.g_{n}, p_{1} \ldots p_{n}\right)$ ) must lie on the energy surface $H(x)=E$, where $H$ is the Hamiltonian function. We denote the energy surface, which is ( $2 n-1$ )-dimensional, by $S_{E}$ or just $S$ and assume that $S$ is smooth and of finite extent; for example in the case of a system of harmonic oscillators, for which the Hamiltonian is a guadratic form, the energy surfaces are ( $2 \mathrm{n}-1$ )-dimensional ellipsoids.

The time evolution of the system causes $x$ to move in phase space, but since we are assuming our system to be conservative the point $x$ always stays on the energy surface. If the system is in some state $x$ at some time $t_{0}$ then its state at any other time $t_{0}+t$ is uniquely determined by $x$ and $t$ (only). Let us call the new state $\phi_{t}(x)$. This defines a transformation $\phi_{t}$ from $s$ onto itself. There is one such function for each value of $t$.

We shall want to integrate dynamical functions (that is, functions of the dynamical state) over $S$. When doing this it is convenient not to measure ( $2 n-1$ )-dimensional "areas" on the surface $S$ in the usual way but to weight the areas in such a way that the natural motion of the system on $S$ carries any region $R$ (after any time $t$ ) into a region $\phi_{t}(R)$ of the same area. This can be accomplished by defining the weighted area of a small surface element near $x$, $d x$, to be such that dxdE is the correct Euclidean 2n-dimensional volume element of a "pill box" with base $d x$ and height dE. Formally

$$
d x=d \sigma_{E}(x) /|\nabla H(x)|, \quad x \in S_{E}
$$

where $d \sigma_{E}(x)$ is the 'usual' surface area on $S_{E}$ and $\boldsymbol{\nabla} H(x)$ is the gradient of the Hamiltonian

$$
|\nabla H(x)|=\left\{\sum_{i=1}^{n}\left[\left(\frac{\partial H}{\partial q_{i}}\right)^{2}+\left(\frac{\partial H}{\partial p_{i}}\right)^{2}\right]\right\}^{\frac{1}{2}} .
$$

By a Gibbs ensemble we mean an infinitely large hypothetical
collection of systems, all having the same Hamiltonian but not necessarily the same dynamical state. We shall only consider ensembles whose systems all have the same energy, so that their dynamical states are distributed in some way over some energy surface $S$. It may happen that this distrihution can be described by an ensemble density; by this we mean a real-valued function $\rho$ on $S$ such that the fraction of members of the ensemble whose dynamical states lie in any region $R$ on the surface $S$ is

$$
\int_{R} \rho(x) d x
$$

with $d x$ the weighted area defined above. The simplest ensemble density on $S$ is given by

$$
\rho(x)=c \quad(a l d x \text { in } s)
$$

where $C$ is a constant, which can be determined from the normalization condition $\int_{S} C d x=1$. This is called the microcanonical ensemble on $S$.

The systems constituting the ensemble evolve with time, so that the ensemble density will depend on time. The rule connecting the ensemble densities $\rho_{t}$ describing the same ensemble at different times $t$ is Liouville's theorem, which can be written

$$
\rho_{t}(x)=\rho_{0}\left[\varnothing_{-t}(x)\right] \quad(a l l t, \quad \operatorname{sll} x \text { in } S)
$$

where $\rho_{0}(x)$ is the ensemble density at time zero. For example, Liouville's theorem shows that the density of the microcanonical ensemble does not change with time: If

$$
\rho_{0}(x)=c
$$

for all $x$ in $s$, then Liouville's theorem gives, for any $t$,

$$
\rho_{t}(x)=C
$$

for all $x$ in $s$.

### 2.1 The ergodic problem

The principal success of ensemble theory has been in its application to equilibrium. To calculate the equilibrium value of any dynamical function we average it over a suitable ensemble. The same ensemble also enables us to estimate the magnitude of the fluctuations of our dynamical function. To ensure that the calculated averages are independent of time, we use an invariant ensemble; that is, one for which the fraction of members of the ensemble in every region $R$ on the energy surface $S$ is independent of time. We already know one invariant ensemble: the microcanonical, whose ensemble density is uniform on $S$. Before we can use it confidently to calculate equilibrium values, however, we would like to be sure that this is the only invariant ensemble: If other invariant ensembles exist then, in principle, they could do just as well for the calculation of equilibrium properties, and we would have to choose which to use in a particular situation.

There are two questions to settle: the first is whether there are any invariant ensembles on $S$ that do not have an ensemble density. In general there are; for example in the case of a hard-sphere system in a box one could have an invariant ensemble where every particle moves on the same straight line being reflected at each end from a perfectly smooth parallel wall (see fig. l).

The obviously exceptional character of this motion is reflected mathematically in the fact that this ensemble, though invariant, is confined to a region of zero "area" on $S$ and therefore has no ensemble density. To set up such a motion would presumably be physically impossible because the slightest perturbation would rapidly destroy the perfect alignment. It is therefore natural to rule out such exceptional ensembles by adopting the principle that any ensemble corfesponding to a physically realizable situation must have an ensemble density.

There remains the second part of the question: Are there any invariant ensembles on $S$ that do have a density but differ from the microcanonical ensemble? This is equivalent to the ergodic problem in which one compares the time averages of a dynamical function $f$,

$$
f^{*}(x)=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} f\left(\phi_{t}(x)\right) d t
$$



Fig. 1. Ensemble with no ensemble density.
Hard spheres move up and down the dotted line, which meets the perfectly smooth hard walls at right angles. Collisions between particles and collisions with the walls do not deflect the particles from the line if they are perfectly aligned at the start. An ensemble of such systems has no ensemble density because it is concentrated on a region on the energy surface with zero area (just as the area of a line or of a line segment in a plane is zero).
with its microcanonical ensemble average

$$
\langle f\rangle=\int_{S} f(x) d x / \int_{S} d x
$$

A system is said to be ergodic on its energy surface $\mathcal{S}$ if time averages are in general equal to ensemble averages; that is, if for every integrable function $f$ we have

$$
\begin{equation*}
f^{*}(x) \quad=\langle f\rangle \tag{1}
\end{equation*}
$$

for almost all points $x$ on $S$. "Almost all" means that if $M$ is the set of points $x$ for which eq. 1 is false, we have $\int_{M} d x=0$. The answer to our second question is given by a theorem, which
we shall not prove: the microcanonical ensemble density is the only invariant ensemble - that is, the only one satisfying $\rho\left[\phi_{t}(x)\right]=\rho(x)$ for all $x$ in $S$ - if and only if the system is ergodic on $S$.

The physical importance of ergodicity is that it can be used to justify the use of the microcanonical ensemble for calculating equilibrium values and fluctuations. Suppose $f$ is some macroscopic observable and the system is started at time zero from a dynamical state $x$, for which $f(x)$ has a value that may be very far from its equilibrim value. As time proceeds, we expect the current value of $f$, which is $f\left[\phi_{t}(x)\right]$, to approach and mostly stay very close to an equilibrium value with only very rare large fluctuations away from this value. This equilibrium value should therefore be equal to the time average $f^{*}$ because the initial period during which equilibrium is established contributes only negligibly to the formula defining $f^{*}(x)$. The theorem tells us that this equilibrium value is almost always equal to $\langle f\rangle$, the average of $f$ in the microcanonical ensemble, provided the system is ergodic.

To justify the use of the microcanonical ensemble in calculating equilibrium fluctuations we proceed in a similar way. For some observable event $A$ (such as the event that the percentage of gas molecules in one half of a container exceeds 5l\%) let $R$ be the region in phase space consisting of all phase points compatible with the event $A$; that is the event $A$ is observed if and only if the phase point is in $R$ at time $t$. If the system is observed over a long period of time, the fraction of time during which event $A$ will be observed is given by the time average $g^{*}\left(x_{0}\right)$, where $x_{0}$ is the initial dynamical state and $g$ is defined by

$$
g(x)= \begin{cases}1 & \text { if } x \text { is in } R \\ 0 & \text { if not. }\end{cases}
$$

The ergodic theorem tells us that for almost all initial dynamical states this fraction of time is equal to the ensemble average of $g$, which is

$$
\langle s\rangle=\int_{R} d x / \int_{S} d x .
$$

This is just the "probability" of the event A as calculated in the microcanonical ensemble on $S$.

Another way of defining ergodicity is to say that any integrable invariant function is constant almost everywhere. That is to say, if
$f$ is an integrable function satisfying the condition that

$$
f\left[\phi_{t}^{\prime}(x)\right]=f(x)
$$

for all $x$ in $S$, then there is a constant $c$ such that $f(x)$ equals $c$ for almost all $x$ : In other words, the set $M$ of points $x$ for which $f(x)$ does not equal $c$ satisfies $\int_{M} d x=0$. This has the physical interpretation that for a Hamiltonian system ergodic on $S$ every integrable constant of the motion is constant on $S$. Furthermore if ergodicity holds on each $S_{E}$ then there are no integrable constants of the motion other than functions of the energy E. Indeed, if there were other constants of the motion (for example angular momentum if the Hamiltonian had an axis of symmetry) we could construct invariant densities that were not microcanonical by taking $\rho(x)$ to be a function of one of these other constants of the motion, and so the system would clearly be nonergodic. (When such additional constants of the motion exist they must be taken into account in the statistical mechanics and thermodynamics of the system; the standard methods, based on the microcanonical ensemble, must then be generalized for these systems.)

These relationships between ergodicity and constants of the motion are a consequence of Birkhoff's theorem that ergodicity, as defined by the equality of the time average to the ensemble average, eq. l, is equivalent to the energy surface being "metrically transitive". Stated precisely this means that a system is ergodic on S if and only if all the regions $R$ on $S$ left invariant by the time evolution, $\phi_{t}(R)=R$, either have zero area or have an area equal to the area of $S$.

The difficult part of Birkhoff's Theorem is to show that $f^{*}(x)$, which involves taking the time average over infinite times, actually exists for almost all $x$ when $f(x)$ is an integrable function. It is then relatively easy to show that $f^{*}(x)$ is time invariant; that is, $f^{*}\left[\phi_{t}(x)\right]=f^{*}(x)$, and that ergodicity is equivalent to $S$ being metrically intransitive.

### 2.2 Brief history of ergodic theory

The "ergodic hypothesis" was introduced by Boltzmann in 1871. To quote Maxwell ".. (it) is that thesystem, if left to itself in its actual state of motion, will, sooner or later, pass through every phase which is consistent with the equation of energy." In our
notation "phase" means dynamical state and the original ergodic hypothesis means that if $y$ and $x$ are any two points on the energy surface $S_{E}$, then $y=\phi_{t}(x)$ for some $t$. The ergodic hypothesis thus stated was proven to be false, whenever $S_{E}$ has dimensionality greater than one, by A. Rosenthal and M. Plancherel in 1913. S.G. Brush gives a nice account of the early work on this problem.

The definition of an ergodic system given in eq. l can be shown to imply what is sometimes called the "quasi-ergodic" hypothesis, which replaces "every phase" in Maxwell's statement by "every region $R$ on $S_{E}$ of finite area", with the further qualitication that this is true for "almost all" dynamical states. Indeed as was pointed out, the fraction of time that the system will spend in $R$ is equal, for an ergodic system, to the fraction of the area of $S_{E}$ that is occupied by $R$.
III. SYSTEMS OF OSCILTATORS AND THE KAM THEOREM

We shall now consider some examples of ergodic and non-ergodic systems. The simplest example of an ergodic system is the simple harmonic oscillator whose Hamiltonian (in some suitable units) is

$$
H(q, p)=\frac{1}{2} \boldsymbol{w}\left(p^{2}+q^{2}\right)
$$

where $\boldsymbol{\omega}$ is the angular freguency. The transformation $\phi_{t}$ for this system is a rotation through angle $\boldsymbol{\omega}$ t in the ( $\mathrm{q}, \mathrm{p}$ ) plane. The trajectories, which here coincide with the energy surfaces $S_{E}$, are circles of radius $(2 E / w)^{1 / 2}$. (The surface element $d x$ is here proportional to the ordinary length of an arc segment.) To be invariant under the transformation $\phi_{t}$ an ensemble density on $S$ must be unaffected by rotations and is therefore a constant. It follows, then, that the only invariant density is the microcanonical density and so the simple harmonic oscillator is ergodic.
Almost as simple is the multiple harmonic oscillator (physically, say, an ideal crystal), that is, a system with two or more degrees of freedom whose potential energy is a quadratic form in the position coordinates. Unlike the simple harmonic oscillator it cannot be ergodic, because it has constants of the motion (the energies of the individual normal modes) that are not constant on the energy surfaces (the surfaces of constant total energy).

It used to be thought that this lack of ergodicity was an
accident and that any small anharmonicity (such as would inevitably be present in a real system) must make the system ergodic by permitting transfer of energy from one mode to another. In 1954, however, Kolmogorov announced results that contradicted this belief. In 1955, Enrico Fermi, J. Pasta and S.W. Ulam carried out a computer simulation of such a system. Initially, they excited one mode only, and instead of the equipartition of the energy between all modes predicted by the microcanonical ensemble they found that most of it appeared to remain concentrated in a few modes; this indicated that anharmonic oscillator systems may not be ergodic.

The lack of ergodicity was proved rigorously by Kolmogorov, Arnold and Moser. They found that if the frequencies of the unperturbed oscillators are not "rationally connected" (that is, if no rational linear combination of them is zero) then, in general, adding to the Hamiltonian an anharmonic perturbation sufficiently small compared to the total energy does not make the system ergodic. The unperturbed trajectories (possible paths of the phase point) all lie on n-dimensional surfaces in $S$ (which has $2 n-1$ dimensions) called "invariant tori", and "KAM" prove that under a weak perturbation most trajectories continue to lie within smooth n-dimensional tori, so that the perturbed system is also non-ergodic. The trajectories that do not lie on the new invariant tori are, on the other hand, very erratic and may fill some ( $2 n-1$ )-dimensional region densely. One consequence of this very complicated behaviour is that even though the system is not ergodic the motion can no longer be decomposed into independent normal modes.

Similar results probably hold also for rationally connected frequencies (which cannot be treated rigorously, although they are of more physical interest); thus Michael Hénon and Carl Heiles carried out computer calculations for the Hamiltonian

$$
\begin{equation*}
\mathrm{H}=\frac{1}{2}\left(\mathrm{p}_{1}^{2}+\mathrm{p}_{2}^{2}+\mathrm{q}_{1}^{2}+\mathrm{q}_{2}^{2}\right)+\left(\mathrm{q}_{1}^{2} \mathrm{q}_{2}-\frac{1}{3} q_{2}^{3}\right) \tag{3.1}
\end{equation*}
$$

whose unperturbed frequencies $\boldsymbol{\omega}_{1}=1, \boldsymbol{\omega}_{2}=1$, are rationally connected since $1 \cdot w_{1}-1 \cdot w_{2}=0$. They found that the energy surfaces with $E$ equal to $1 / 12,1 / 8$ and probably also $1 / 6$ are not ergodic (see figure 2). As seen in the diagrams the fraction of the area corresponding to smooth curves (which are responsible for the nonergodic behaviour) decreases as the energy increases.

For a general system of anharmonic oscillators, such as a real crystal, we expect similar behaviour, with the fraction of $S_{E}$ corresponding to non-ergodic behaviour decreasing as $E$ increases, and


Fig. 2. Nonergodicity of an anharmonic oscillator system with rationally connected frequencies.

The Hamiltonian for this system is given in eq. (3.1). Michael Hénon and Carl Heiles did computer calculations for this system and found that energy surfaces $S_{F}$ with $E$ equal to $1 / 12,1 / 8$ and probably $1 / 6$ are not ergodic. The planes shown here are intersections of the surfaces $q_{1}$ equal to zero with $S_{E}$ for $E$ equal to $1 / 12$ (a), $1 / 8$ (b)
and $1 / 6$ (c), and the points are the intersections of a trajectory with this plane. When the trajectory lies on a smooth two-dimensional invariant torus, the intersection points form a smooth curve, but the intersections of an "erratic" trajectory (one that does not lie on a smooth curve) are more or less random. Note that the fraction of area corresponding to smooth curves (Which are responsible for the nonergodic behaviour) decreases with increasing energy.
probably disappearing altogether at some critical energy, above which the system would be ergodic and perhaps also show the strorger properties that we shall discuss. At present very little is known about the magnitude of this critical energy in a system with many degrees of freedom.

In the case of gases, the situation is somewhat different. If there were no interaction at all between the molecules then the energy of each molecule would be an invariant of the motion, so that the system (an ideal gas) would be nonergodic. The KAM theorem would therefore lead us to expect nonergodicity to persist in the event of a sufficiently weak interaction between the particles. The actual interactions, however, are not weak because two molecules very close together repel each other strongly; consequently the theorem does not apply. A simple model of this type is the hard-sphere gas enclosed in a cube with perfectly reflecting walls or periodic boundary conditions. Sinai has outlined a proof that this system is ergodic; he has published a detailed proof, based on the same ideas, for a
particle moving in a periodic box containing any number of rigid convex elastic scatterers. We shall refer again to this important result.

## IV. MIXING

We have seen how to formulate a condition to ensure that the equilibrium properties of a dynamical system are determined by its energy alone and can be calculated from a microcanonical ensemble. This ergodicity condition does not, however, ensure that if we start from a non-equilibrium ensemble the expectation values of dynamical functions will approach their equilibrium values as time proceeds. An illustrative example is given by the harmonic oscillator. For the harmonic-oscillator system, Liouville's theorem shows that the ensemble density repeats itself regularly at time intervals of $2 \boldsymbol{\pi} / \boldsymbol{\omega}$; therefore all ensemble averages also have this periodicity, and so cannot irreversibly approach their equilibrium values.

To ensure that our ensembles approach equilibrium in the way we would expect of ensembles composed of real systems, we need a stronger condition than ergodicity. To see what is required, let us start at $t=0$ with some ensemble density $\rho_{0}(x)$ on $S$, which is supposed to represent the initial non-equilibrium state. At a later time $t$ the ensemble density is, by Liouville's theorem, $\rho_{0}\left[\phi_{-t}(x)\right]$. The expectation value of any dynamical variable $f$ at time $t$ is therefore

$$
\begin{equation*}
\int_{S} f(x) \rho_{0}\left[\phi_{-t}(x)\right] d x \tag{4.1}
\end{equation*}
$$

As $t$ becomes large we would like this integral to approach the equilibrium value of $f$, which is (for an ergodic system) $\int_{S} f(x) d x / \int_{S} d x$. A sufficient condition for this is that the system should satisfy the condition called mixing which is that for every pair of functions $f$ and $g$ whose squares are integrable on $S$, we require

$$
\lim _{t \rightarrow \pm \infty} \int_{S} f(x) g\left(\phi_{-t}(x)\right) d x=\frac{\int_{S} f(x) d x \int_{S} g(x)}{\int_{S} d x} \cdot \text { (4.2) }
$$

The special case where $g$ is $\rho_{0}$ shows that integral (4.1) will approach the equilibrium value of $f$ for large $t$ when the system
is mixing. Another way of looking at this condition is that it requires every equilibrium time-dependent correlation function such as $\left\langle f(x) g\left[\varnothing_{t}(x)\right]\right\rangle$ to approach a limit $\langle f\rangle\langle g\rangle$ as $t$ approaches $\pm \infty$.

The condition of mixing can be shown to be equivalent to the following requirement: if $Q$ and $R$ are arbitrary regions in $S$, and an ensemble is initially distributed uniformly over $Q$, then the fraction of members of the ensemble with phase points in $R$ at time $t$ will approach a limit as $t$ approaches $\infty$; this limit equals the fraction of the area of $S$ occupied by $R$.

This condition can be stated formally as follows: Let $\boldsymbol{\mu}(\mathrm{A})$ denote the normalized area of a set $A$ on the energy surface $S$, i.e. the probability in the microcanonical ensemble of finding the system in A ,

$$
\mu(A)=\int_{A} d x / \int_{S} d x
$$

(For simplicity we shall set $\int_{S} d x=1$ from now on.)
$A$ system is mixing ifffor any sets $A$ and $B$

$$
\begin{equation*}
\mu\left(A_{t} \cap B\right) \xrightarrow[t \longrightarrow \pm \infty]{ } \mu(A) \mu(B), \quad A_{t}=\phi_{t}(A) \tag{4.3}
\end{equation*}
$$

We can interpret this to mean that if we start with an ensemble at $t=0$ such that all the systems are in region $A$,

$$
\rho_{0}(x)=\left\{\begin{array}{cl}
{[\mu(A)]^{-1}} & \text { if } x \in A \\
0 & \text { otherwise }
\end{array}\right.
$$

then the fraction of systems in this ensemble that will be in region $B$ at time $t$ will approach $\mu(B)$, see figure 3 .


Mixing is a stronger condition than ergodicity: it can easily be shown to imply ergodicity but is not implied by it, as we have seen
in the case of a simple harmonic oscillator.
The proof is simple. Suppose that $A$ is an invariant set, $A_{t}=A$. Then if the system is mixing we must have,

$$
\mu\left(A{ }_{t} \cap A\right) \equiv \mu(A)=[\mu(A)]^{2}
$$

so that $\mu(A)=0$ or $\mu(A)=1$ which, since it holds for all invariant sets, implies ergodicity as was noted earlier.

The mathematical definition of mixing was introduced by John von Neumann in 1932 and developed by E. Hopf, but goes back to J. Willard Gibbs, who discusses it by means of an analogy: "... the effect of stirring an incompressible liquid .... Let us suppose the liquid to contain a certain amount of colouring matter which does not affect its hydrodynamic properties ... (and) that the colouring matter is distributed with variable density. If we give the liquid any motion whatever ... the density of the colouring matter at any same point of the liquid will be unchanged ... Yet... stirring tends to bring a liquid to a state of uniform mixture."

Gibbs saw clearly that the ensemble density $\rho_{t}$ of a mixing system does not approach its limit in the usual "fine-grained" or "pointwise" sense of $\rho_{t}(x)$ approaching a limit as $t \rightarrow \infty$ for each fixed $x$. Rather, it is a "coarse-grained" or "weak" limit, in which the average of $\rho_{t}(x)$ over a region $R$ in $S$ approaches a limit as $t \rightarrow \infty$ for each fixed $R$. (A similar distinction applies in defining the entropy. The fine-grained entropy $-k \int \rho_{t}(x) \log \rho_{t}(x) d x$, where $k$ is Boltzmann's constant, retains its initial value forever, but the coarse-grained entropy $-k \int \bar{\rho}_{t}(x)\left[\log \bar{\rho}_{t}(x)\right] d x$, where $\bar{\rho}_{t}(x)$ is a coarse-grained ensemble density obtained by averaging $\rho_{t}(x)$ over cells in phase space, does change for a non-equilibrium ensemble, and approaches as its limit the equilibrium entropy value $\left.k \log \int_{S} d x\right)$.

It is sometimes argued that one cannot have a proper approach to equilibrium for any finite mechanical system because of a theorem, due to Poincaré, that every such system eventually returns arbitrarily close to its initial state. (The time involved, however, will be enormously large for a macroscopic system. Boltzmann, for example, estimated a typical Poincaré period for $100 \mathrm{~cm}^{3}$ of gas to be enormously long compared to 10 raised to the power 10 raised to the power 10 years.) Here, however, we are considering ensembles, not individual systems, and the mixing condition guarantees that the ensemble density eventually becomes indistinguishable from the microcanonical density
and remains so forever after. It is true that individual systems in the ensemble will return to their initial dynamical states, as required by Poincaré's theorem, but this will happen at different times for different systems, so that at any particular time only a very small fraction of the systems in the ensemble are close to their initial dynamical states.

The reason for the irrelevance of Poincaré recurrences in mixing: systems is that the motion of the phase point is very unstable. Dynamical states that start very close to each other in phase space


> Fig. 4. A familiar example of "mixing".
> According to V.I. Arnold and A. Avez, the two liguids are rum (twenty percent) and cola (eighty per cent), with the result of the mixing process known as a "Cuba libre".
become widely separated as time progresses, so that the recurrence time depends extremely sensitively on the initial conditions of the motion. (The importance of this instability in statistical mechanics was first recognized by N.S. Krylov, a Russian physicist who died in his twenties in 1947.) This type of instability appears to be characteristic of real physical systems, and leads to one sort of irreversibility: even if we could reverse the velocities of every particle in a real system that has been evolving towards equilibrium, the system would not necessarily return or even come close to its initial dynamical state with the velocities reversed because the unavoidable small external perturbations would be magnified. This instability is notice. able in molecular-dynamics calculations with hard-sphere systems:
if we numerically integrate the equations of motion from time 0 to time $t$ and then try to recover the initial state by integrating backwards from time $t$ to time 0 , we obtain instead a completely new state. This is because the numerical integration is unstable to small rounding-off errors made during the computation, which play the same role as external perturbations in a real system.

Only a few physical systems have been proven so far to be mixing. The most important is the hardmphere gas, mentioned above. Sinai's proof that this system is ergodic also gives the stronger result that it is mixing. Roughly, Sinai's method of proving mixing is to show that the hard-sphere system is unstable in the sense discussed above. Physically this instability comes from the fact that a slight change in direction of motion of any particle is magnified at each collision with the convex surface of another particle. The full proof for the simplest case of a "single" particle moving among fixed convex scatterers is already quite complicated and the proof for moving hard sphere has not yet appeared. That is why $I$ put a question mark next to this system in Table l. I have some private information however (from $G$. Gallavotti) that Sinai is in the process of writing up the proof and has already finished a hundred pages of manuscript. As indicated in Table $l$ the proof will actually be that this system is a K-system.

A very simple model system with 'collisions' which is mixing was considered by Goldstein, Lanford and Lebowitz. This will be described in the Appendix.

### 4.1 Time correlations and transport coefficients

As indicated by all the speakers here, the study of time correlation functions of the form $\langle g(t) f\rangle$ plays a central role in the statistical mechanical theory of non-equilibrium phenomena. When a system is mixing then these functions will certainly approach their uncorrelated values as $|t| \longrightarrow \infty, ~ p r o v i d e d$ that $g$ and $f$ are square integrable, $\left\langle\mathrm{g}^{2}\right\rangle\left\langle\infty,\left\langle\mathrm{f}^{2}\right\rangle\langle\infty\right.$, i.e.

$$
\langle\mathrm{g}(\mathrm{t}) \mathrm{f}\rangle-\langle\mathrm{g}\rangle\langle\mathrm{f}\rangle \longrightarrow 0 \quad \text { as } \quad|t| \longrightarrow \infty
$$

A system is said to be weakly mixing if, under the same conditions on square integrability

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T}|\langle g(t) f\rangle-\langle g\rangle\langle f\rangle| d t \rightarrow 0 \text { as } T \rightarrow \pm \infty \tag{4.5}
\end{equation*}
$$

This is clearly a weaker requirement then (4.4). It is however still stronger than ergodicity which can be shown to be equivalent to the requirement that

$$
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T}[\langle\delta(t) f\rangle-\langle g\rangle\langle f\rangle] d t \rightarrow 0 \quad \text { as } \quad T \rightarrow \pm \infty
$$

In many cases one is interested in the time integrals of these correlations. This stems from the fact, pointed out by many of the lecturers here (indeed Professor Kubo is the modern father of this subject.) that linear transport coefficients, such as heat conductivity, viscosity etc., may be expressed as integrals over time (from $t=0$ to $t=\infty$ ) of the time correlation of appropriate dynamical functions (Einstein-Green-Kubo). These functions represent the 'fluxes' associated with the transport processes in question. A well known example of such a 'formula' is the Einstein relation between the selfdiffusion constant $D$ and the integral of the velocity auto-correlation function of a specified particle, say particle one, $\left.\left\langle v_{1}(t) v_{1}\right\rangle,\left\langle v_{1}\right\rangle=0\right)$.

It might appear that for mixing systems these transport coefficients could be defined meaningfully, without going to the thermodynamic limit of an infinite size system, as long as $[\langle\mathrm{g}(\mathrm{t}) \mathrm{f}\rangle-\langle\mathrm{g}\rangle\langle\mathrm{f}\rangle]$ approached zero sufficiently rapidly to be integrable. Such is, however, not the case, as indeed it should not be on physical grounds. Formally this occurs because the flux functions whose time correlations are of interest for transport coefficients can generally be written as Poisson brackets with the Hamiltonian $H$, i.e. $f=(F, H)$, $g=(G, H)$, and for mixing systems it can be shown that when $f, g$, $F, G$ are all square integrable, then

$$
\lim _{T \rightarrow \infty} \int_{0}^{T}\langle f(t) g\rangle d t \quad=\langle(F, H) G\rangle
$$

$$
\lim _{T \rightarrow \infty} \int_{0}^{T}\langle f(t) f\rangle d t
$$

Thus for a finite mixing system confined by a wall,

$$
\lim _{T \rightarrow \infty} \int_{0}^{T}\left\langle v_{1}(t) v_{1}\right\rangle d t \quad=\quad \lim _{T \rightarrow \infty}\left\langle q_{1}(T) v_{1}\right\rangle=0 \text { (4.7) }
$$

since

$$
\mathrm{v}_{1}=\left(\mathrm{q}_{1}, H\right) \text { and } \int \mathrm{v}_{1}^{2} d x<\infty, \quad \int \mathrm{q}_{1}^{2} d x<\infty
$$

Note that when $g_{l}$ is an angle variable, egg., in the case of periodic boundary conditions, then $v_{1} \neq\left(g_{1}, H\right)$ and (4.7) need not hold. We would still have, however, $\left\langle v_{1}(t) v_{1}\right\rangle \rightarrow 0$ if the system is mixing.

When the system is not mixing, the limit $T \rightarrow \infty$ in the above integrals need not exist. It is still true however that for any finite system

$$
\lim _{T \rightarrow \infty} \int\langle f(t) f\rangle d t=\lim _{T \rightarrow \infty}\left[-\frac{d}{d T}\langle F(\mathbb{T}) F\rangle\right]=0, \frac{\text { if it }}{\underline{\text { exists }} .}
$$

This is so since,

$$
\langle F(T) F\rangle \leq\langle F(\mathbb{T}) F(T)\rangle^{\frac{1}{2}}\left\langle F^{2}\right\rangle^{\frac{1}{2}}=\left\langle F^{2}\right\rangle
$$

so that when $F$ is square integrable $d / d t\langle F(T) F\rangle$ can either osdilate or approach zero.

These time correlation integrals will therefore, if they exist at all, be equal to zero in any finite system. (The interesting fact is that they do exist for mixing systems). The Einstein-Kubo type formulae for transport coefficients can therefore be mathematically meaningful only in the thermodynamic limit. It is of course possible, and even likely, that for macroscopic systems there exists values of $T$ for which the integral in (4.7) is 'close' to the diffusion constant

In order to give a physical definition of these systems we define a finite partition of the energy surface $S$ of our dynamical system as any finite collection of $n$ non-overlapping regions $R_{0}, \ldots, R_{k}$ which together cover the whole of $S$ (see Fig. 5).


Suppose now that an experiment is made that will determine which of these regions the phase point is in at any time, but gives no information whatever about which part of the region it is in. That is, every time we use this measuring device we obtain an qutcome that is a positive integer - the label of the region the phase point of the system is in at that time. As an example we may consider a system of $k$ particles in a box and the experiment consists of measuring the number of particles in one half of the box.

Suppose we use the device repeatedly at intervals of, say, $\tau$ second: Its outcome will be a sequence of positive integers from the set $\{0, \ldots, k\}$, which can be extended indefinitely. In general, we would expect these integers to be correlated; that is, the microcanonical probability for each new observation depends on what has been observed before (as in a Markov process, for example). This correlation comes about because the dynamical states of the system at different times are deterministically related, through the equations of motion. Indeed, it may be possible to choose the partition and the time intervals between measurements in such a way that the outcome of later measurements is completely determined by the outcome of the earlier ones. That this is possible even in the case of ergodic systems may be seen easily by considering the simple harmonic oscillator considered earlier and making the interval between measurements equal to the period $\tau$. The oscillator will then be found each time in the same set $R_{i}$, since $\phi_{\tau} R_{j}=R_{j}$ for a system with period $\tau$.

It should be clear however from our earlier discussion that such a deterministic behaviour of successive measurements is impossible
for a mixing system. For in a mixing system each set. $R_{i}$ will
eventually become uniformly spread out over the whole energy surface, i.e.

$$
\lim _{n \rightarrow \infty} \mu\left[\left(\phi_{n \tau} R_{i}\right) n_{R_{j}}\right]=\mu\left(R_{i}\right) \mu\left(R_{j}\right),
$$

for every value of $\tau$. It might still be possible however that successive measurements provide more and more information so that eventually one really knows what the result of the next measurement will be. Somewhat more formally we may let $\boldsymbol{\epsilon}(\mathrm{n})$ be the uncertainty in the outcome of the $n$-th measurement (given the results of the first $n-1$ measurements). A K-system is then a system for which $\epsilon(n) \geqslant \epsilon>0$ no matter how large $n$ is and no matter what the partition, or $\boldsymbol{\tau}$, is. For a system which is only mixing there will be partitions for which $\quad \epsilon(n) \longrightarrow 0$ as $n \rightarrow \infty$. It is, in this sense, that $K-s y s t e m s ~ h a v e ~ a n ~ e s s e n t i a l ~ r a n d o m n e s s ~ i n ~ t h e m . ~$

This will be made more precise in the next section when we discuss the Kolmogorov-Sinai entropy of a flow. First however I shall discuss the last and highest member of our hierarchy: the Bernoulli system. This will also give me the opportunity to introduce to you the paradigm of Bernoulli systems; the baker's transformation.

A Bernoulli system is one for which it is possible to choose the regions $R_{0}, \ldots, R_{n-1}$ in such a way that the observations made at different times are completely uncorrelated, just like the numbers shown at different times by a roulette wheel. At the same time, the regions so chosen give enough information to discriminate between dynamical states: if two systems have different dynamical states at some time, then the observations made on them cannot yield identical results for the observations at every time. Such a partition is called a generating partition. When such regions can be chosen, we call the system a Bernoulli system, i.e. a Bernoulli system permits the construction of an independent generating partition . There is of course no requirement, and indeed no possibility, that all partitions be of this type. Since however a Bernoulli system is also a K-system, every partition will have the inherent randomness associated with K-systems which we discussed earlier.

Recently Gallavotti and Ornstein showed that a point particle moving (in two or higher dimensions) among fixed convex scatterers (in a box with rigid walls or on a torus; periodic boundary conditions) is a Bernoulli system. (More precisely a Bernoulli flow, which means that there exists an independent generating partition
for every $\tau>0$ ). The proof of Gallavotti and Ornstein utilizes the results of Sinai that this system is a K-system as well as the techniques developed by Ornstein and Weiss who showed that the geodesic flow on a space of constant negative curvature is Bernoulli.

### 5.1 The baker's transformation

As an illustration of a simple Bemoulli system, consider a sys. tem whose phase space is the square $0<p \leqslant 1,0<q \leqslant 1$ shown in Figure 6, and whose (non-Hamiltonian) law of motion is given by a mapping known as the baker's transformation because it recalls the kneading of a piece of dough.


Fig. 6. The baker's transformation recalls the kneading of a piece of dough.
We first squash the square to half its original height and twice its original width, and then cut the resulting rectangle in half and move the right half of the rectancle above the lef゙t.

If the phase point is ( $p, q$ ) at time $t$, then at time $t+I$ it is at the point obtained by squashing the square to a ( $1 / 2 \times 2$ ) rectangle, then cutting and reassembling to form a new square as shown in the diagram. The formula for this transformation is

$$
\phi(p, q)= \begin{cases}(2 p, q / 2) & \text { if } 0 \leqslant p \leqslant l / 2  \tag{5.1}\\ {[2 p-1,} & q / 2+1 / 2] \text { if } \quad \frac{1}{2}<p \leqslant 1\end{cases}
$$

If $p$ and $q$ are written in binary notation (1/8 in binary notation is $0.00100 \ldots, 1 / 4$ is 0.01000 , and so on), the transformation removes the first digit after the $b$ inary point from $p$ and attaches it to $q$, so that

$$
\phi\left(0 . p_{1} p_{2} \ldots, \quad 0 . q_{1} q_{2} \ldots\right)=\left(0 . p_{2} p_{3} \ldots, 0 . p_{1} q_{1} q_{2} \ldots\right)
$$

where the $p_{i}$ and $q_{i}$ take on the values 0 and 1 . This transformation is invertible and from it we can define $\emptyset_{-1}$ as the inverse of $\varnothing$ and $\phi_{ \pm t}$ as the t-th iteration of $\phi_{ \pm 1}$. (Only integer values of the time are used here, rather than all real values, as in our discussion of dynamics earlier in this talk, but we do not regard this distinction as important.) Moreover, the transformation preserves geometrical area, and so the analog of the microcanonical distribution is just a uniform density.

To see how this completely deterministic system can at the same time behave like a roulette wheel, we take the regions $R_{0}$ and $R_{1}$ to be the two rectangles $0 \leqslant p<1 / 2, \quad 1 / 2 \leqslant p<1$ as shown in Fig. 7.


Fig. 7. Definition of the regions $R_{o}$ and $R_{1}$ used to show that the baker's transformation is a Bernoulli system.

Suppose the phase point at time 0 is

$$
(p, q)=\left(0 . p_{1} p_{2} \ldots, \quad 0 \cdot q_{1} q_{2} \ldots\right)
$$

If $p_{1}$ is zero, the system at time 0 is in $R_{o}$; if $p_{1}$ is one, the system at time 0 is in $R_{1}$. At time 1 the phase point is

$$
\left(0 . p_{2} p_{3} \cdots, \quad 0 . p_{1} q_{1} q_{2} \ldots\right)
$$

and so we observe the phase point in region $R_{p_{2}}$. At time 2 it is in $R_{p_{3}}$ and so on. Likewise, at time -1 it is in $R_{q_{1}}$, at time -2 in $R_{q_{2}}$, and so on. Each observation is determined by a different digit in the binary representation of the number pair ( $p, q$ ).

Since the analog of the microcanonical ensemble for this system has a uniform density in the square it is not difficult to see that the microcanonical probability of each of these digits in the binary expression for ( $p, q$ ) is $1 / 2$, and is uncorrelated with all the other digits. The observations made at different times $t$ (= integer) are therefore uncorrelated, and so the baker's transformation model is a Bernoulli system.

The baker's transformation is an example of a Bernoulli shift. Let $\xi$ denote a point in the space of doubly infinite sequences
$\boldsymbol{\xi}_{i} \in(0,1)$, with $i$ an integer (positive, negative or zero). We set $\xi_{i}=p_{i+1}$ for $i \geqslant 0$, and $\xi_{i}=q_{-i}$ for $i<0$. The $\xi$ specifies a point in the unit square

$$
\xi=\left(\ldots \xi_{-1}, \xi_{0}, \xi_{1}, \ldots\right)
$$

and the baker's transformation is simply the shift

$$
(\phi \xi)_{i}=\xi_{i+1} .
$$

Possibly one should not read too much physical meaning into this type of result, for with a more complicated dynamical system the regions $R_{0}, R_{1}, R_{2}, \ldots, R_{n}$ would probably be exceedingly complicated sets in phase space, but from a "philosophical" point of view it is very interesting to see how the same dynamical system can show perfect determinism on the microscopic level and at the same time perfect randomness on a "macroscopic" level.

It is the interplay of these two apparently incompatible levels of description that give the foundations of statistical mechanics their fascination.

### 5.2 The Kolmogorov-Sinai entropy

We consider as before a partition of the energy surface $S$ into $k$ disjoint cells $A_{i}, \quad i=1, \ldots, k$. (This is a slight
change in notation). This collection of sets $\left\{A_{i}\right\}$ is called a partition $\mathbb{A}, \mathbb{A}=\left\{A_{i}\right\} ;$ the $A_{i}$ are the 'atoms' of $\mathbb{A}$. Since $\boldsymbol{\mu}\left(\mathrm{A}_{\mathrm{i}}\right)$ is the probability (in the microcanonical ensemble) of finding the system in $A_{i}$, Kolmogorov defined the 'entropy' (not to be confused with the thermodynamic entropy) of this partition $h(\mathbb{A})$, in analogy with information theory entropy, as

$$
h(\mathbf{N})=-\sum \mu_{0}\left(A_{i}\right) \ln \mu_{0}\left(A_{i}\right),
$$

Clearly, $h(\mathbb{A}) \geqslant 0$, with the equality holding if and only if $\mu_{0}\left(A_{j}\right)=1$, for some $j, i . e$. , there is complete certainty that $x \in A_{j}$. (We shall generally ignore sets of measure zero, setting $\mu_{0}(C) \ln \mu_{0}(C)=0$ if $\mu_{0}(C)=0$, and writing $A_{j}=S_{E}$ when $\left.\mu_{0}\left(A_{j}\right)=1.\right) \quad$ The maximum value which $h(\mathbf{A})$ can take is lng corresponding to $\mu_{0}\left(A_{i}\right)=k^{-1}$ for all $i=1, \ldots, k$. Given two partitions $\mathbb{A}=\left\{A_{i}\right\}, i=1, \ldots, k$ and $\mathbf{B}=\left\{B_{j}\right\}$, $j=1, \ldots, m$, we denote the 'sum' of the partitions $\mathbb{A}$ and $\mathbf{B}$ by $\boldsymbol{A} \vee \mathbf{B} ; \boldsymbol{A} \vee \boldsymbol{B}$ is the partition whose atoms are all (nonzero measure) sets $A_{i} \cap B_{j}$. The entropy of $\boldsymbol{A} \vee \boldsymbol{B}$ is,

$$
h(\boldsymbol{A} \vee \boldsymbol{B})=\sum_{i, j} \mu\left(A_{i} \cap B_{j}\right) \ln \mu\left(A_{i} \cap B_{j}\right) .
$$

The 'conditional entropy' of a partition $\mathbf{A}$, relative to a partition 3 is defined as

$$
h(\mathbb{U} / \boldsymbol{B})=\sum_{j} \boldsymbol{\mu}\left(B_{j}\right)\left\{\sum_{i} \boldsymbol{\mu}\left(A_{i} / B_{j}\right) \ln \boldsymbol{\mu}\left(A_{i} / B_{j}\right)\right\}
$$

where

$$
\boldsymbol{\mu}\left(A_{i} / B_{j}\right) \equiv \mu\left(A_{i} \cap B_{j}\right) / \boldsymbol{\mu}\left(B_{j}\right)
$$

For a given flow operator $\varnothing_{t}$, and some fixed time interval $\boldsymbol{\tau}$, we construct the sets $\phi_{\boldsymbol{z}} A_{i}, \phi_{2} A_{i}, \ldots$ and define $\phi_{\boldsymbol{z}} A$ as the partition whose atoms are the sets $\left\{\varnothing_{\tau} A_{i}\right\}$. Kolmgorov then sets

$$
h\left(\boldsymbol{A}, \phi_{\boldsymbol{\tau}}\right)=\lim _{n \rightarrow \infty} \frac{1}{n} h\left(\underset{j=0}{n-1} \phi_{j \boldsymbol{\imath}} \boldsymbol{A}\right)
$$

It can be shown that $h\left(\boldsymbol{A}, \phi_{j \boldsymbol{r}}\right)=j h\left(\boldsymbol{A}, \phi_{\boldsymbol{r}}\right)$. The $\mathrm{K}-\mathrm{S}$ entropy of the flow $\phi_{t}$ is defined as ( S for Sinai)

$$
h\left(\phi_{\boldsymbol{z}}\right) \equiv \sup _{\boldsymbol{\Lambda}} \mathrm{h}\left(\boldsymbol{A}, \phi_{\boldsymbol{z}}\right)=\mathrm{h} \boldsymbol{\tau},
$$

where $h$ is now an intrinsic property of the flow. It was shown by Sinai that a system is a K -system iff $\mathrm{h}\left(\boldsymbol{\AA}, \phi_{\mathbf{c}}\right)>0$ for all nontrivial partitions $\mathbf{A}$, i.e., for partitions whose atoms are not all of measure zero or one.

We can now specify the precise sense in which K-systems are 'random' even when the flow is entirely deterministic. As indicated earlier the atoms of the partition $A,\left\{A_{i}\right\}, i=1, \ldots, k$, correspond to different possible outcomes of the measurement of some dynamical function $f(x)$, i.e. if $x \in A_{i}$ then the result of the measurement will be $\alpha_{i}$, etc. (Since the set of outcomes of the measurement is finite, being equal to $k, k<\infty$, the measurement is a 'gross' one. It need now however be restricted to measuring just one property of the system; we can replace $f(x)$ by a finite set of functions.) The probability (in the microcanonical ensemble) of an outcome $\boldsymbol{\alpha}_{i}$ is $\mu_{0}\left(A_{i}\right) \equiv p\left(\boldsymbol{\alpha}_{i}\right)$. Now if these dynamical functions were measured first at $t=-\tau$, and then at $t=0$, the joint probability that the result of the first measurement is $\boldsymbol{\alpha}_{j}$ and the result of the second is $\boldsymbol{\alpha}_{i}$, is equal to the probability that the dynamical state of the system. $x$ at the time of the present measurement $t=0$ is in the set $A_{i} \cap \phi_{\boldsymbol{\tau}} A_{j}$, i.e., $p\left(\boldsymbol{\alpha}_{i}, \boldsymbol{\alpha}_{j}\right)=$ $\mu_{0}\left(A_{i} \cap \phi_{\boldsymbol{z}} A_{j}\right)$. The conditional probability of finding the value $\alpha_{i}$, if the result of the previous measurement was $\alpha_{j}$, is $p\left(\alpha_{i} / \alpha_{j}\right)=\mu\left(A_{i} \cap \phi_{\boldsymbol{\tau}} A_{j}\right) / \mu\left(\phi_{\boldsymbol{\tau}} A_{j}\right)=\mu\left(A_{i} \cap \phi_{\tau} A_{j}\right) / \mu\left(A_{j}\right)$. In a similar way the probability of finding the result $\alpha_{i}$ at $t=0$, given that the results of the previous measurements at times
$-\boldsymbol{\tau},-2 \boldsymbol{\tau}, \ldots,-n \boldsymbol{\tau}$ were $\boldsymbol{\alpha}_{i_{1}}, \boldsymbol{\alpha}_{i_{2}}, \ldots ., \boldsymbol{\alpha}_{i_{n}}$,

$$
\begin{aligned}
p\left(\alpha_{i} / \alpha_{i_{l}}, \ldots, \alpha_{i_{n}}\right)= & {\left[\left(A_{1} \cap A_{i_{1}} \cdots \cap \phi_{n \tau} A_{i_{n}}\right) /\right.} \\
& \left.\mu_{0}\left(\phi_{\tau} A_{i_{l}} \cap \phi_{\tau} A_{i_{2}} \ldots \cap \phi_{n \tau} A_{i_{n}}\right)\right] .
\end{aligned}
$$

It can be readily shown that

$$
\begin{aligned}
h\left(\boldsymbol{A}, \phi_{\mathbf{z}}\right) & =\lim _{\mathrm{n} \rightarrow \infty} h\left(\mathbb{A} / \underset{\mathrm{k}=1}{\mathrm{~V}} \phi_{\mathrm{k} \boldsymbol{\tau}} \boldsymbol{\mathcal { A }}\right)=\lim _{\mathrm{n} \rightarrow \infty}\left\{-\sum p\left(\boldsymbol{\alpha}_{\mathrm{i}_{1}}, \boldsymbol{\alpha}_{i_{2}}, \ldots, \boldsymbol{\alpha}_{i_{n}}\right)\right. \\
& \left.\times\left[\sum_{i=1}^{k} p\left(\alpha_{i} / \alpha_{i_{1}}, \ldots, \alpha_{i_{n}}\right) \operatorname{lnp}\left(\boldsymbol{\alpha}_{i} / \alpha_{i_{1}}, \ldots, \alpha_{i_{n}}\right)\right]\right\} .
\end{aligned}
$$

Hence $h\left(\boldsymbol{A}, \phi_{\mathbf{z}}\right)>0$ for all non-trivial partitions implies
that no matter how many measurements of the values of $f(x)$ we make on a system at times, $-\boldsymbol{\tau}, \ldots,-\mathrm{n} \boldsymbol{\tau}$, the outcome of the next measurement is still uncertain. (N.B. the measurements are 'coarse' since $\left.\mu\left(A_{i}\right)>0\right)$.
VI. ERGODIC PROPERTIES AND SPECTRUM OF THE INDUCED UNITARY TRANSFORMATION

It is possible, and for many purposes useful, to consider the Hilbert space $L^{2}$ of square integrable functions on the energy surface $S$ (Koopman). The integration here is again with respect to the microcanonical ensemble density $d x ; \boldsymbol{Y}(x) \in L^{2}$ is a complex valued function of $x \in S$, such that

$$
\int_{S}|\psi|^{2} d x<\infty
$$

The time evolution $\varnothing_{t}$ then induces a transformation $U_{t}$ in $L^{2}$,

$$
U_{t} \Psi(x)=\Psi\left[\phi_{t}(x)\right]
$$

which is unitary

$$
\int\left|U_{t} \psi\right|^{2} d x=\int|\psi|^{2} d x
$$

We may therefore write $U_{t}=\exp [i t L]$ where $i 山$ is the generator of $U_{t}$. For a Hamiltonian flow with $H=H\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}\right)$ iL is the Liouville operator or Poisson bracket

$$
i L_{f}=(f, H)=\sum_{i}\left[\frac{\partial f}{\partial q_{i}} \frac{\partial H}{\partial p_{i}}-\frac{\partial f}{\partial p_{i}} \frac{\partial H}{\partial q_{i}}\right] \text {. }
$$

There is an intimate connection between the ergodic properties of the flow and the spectrum of $U_{t}$ which is of the form $\exp (i t \lambda)$, with $\boldsymbol{\lambda}$ in the spectrum of $L$. Clearly $\boldsymbol{\lambda}=0$ is always a discrete eigenvalue of $L$ corresponding to the eigenfunction $\Psi=$ const.

The following equivalences and implications can be shown to hold: K-property $\Rightarrow$ absolute continuity of the spectrum of $L$ with respect to Lebesgue measure (on the space orthogonal to the constants) $\Rightarrow$ mixing $\Rightarrow$ continuity of the spectrum $\Leftrightarrow$ weak mixing $\Rightarrow$
ergodicity $\Rightarrow \lambda=0 \quad$ is a simple eigenvalue.
This may be a good place to note that, due to the discrete nature of the energy spectrum for finite quantum systems confined to a bounded domain $V$, there will be no mixing (decay of correlations) in such a system. For such quantum systems we do not therefore gain anything from the use of ensembles and we are forced to look at the infinite volume limit for signs of long time irreversibility. The remarkable thing about Sinai's result for hard spheres is that it shows that finite classical systems can and do have purely continuous spectra. (Note that when Planck's constant $h \rightarrow 0$ the number of energy levels between some fixed $E$ and $E+\Delta E$ becomes infinite.)

## VII. INFINITE SYSTEMS

Since the number of particles contained in a typical macroscopic system is very large $\left(\sim 10^{26}\right)$ there is great interest from the point of view of statistical mechanics in the ergodic properties of infinite systems (corresponding to the thermodynamic limit in equilibrium statistical mechanics). As I indicated in the introduction, there are still some serious conceptual problems about the nature of the ingredients, in addition to ergodic theory, which are necessary to get the right physics. I shall therefore be extremely brief here.

The natural setting for this discussion is the more abstract form of ergodic theory. This theory deals typically with the triplet ( $\mathrm{X}, \boldsymbol{\mu}, \phi_{\mathrm{t}}$ ), X is a space equipped with a measure $\mu$ which is left invariant by $\phi_{t}$. (I have left out explicit mention of $\Sigma$ the collection of measurable sets). $\phi_{t}$ is a flow if $t$ is a real variable and a discrete transformation if $t$ is an integer (in which case $\phi_{n}=\phi^{\text {n }}$ and we can write the triplet as (X, $\left.\mu, \phi\right)$ ). The triplet ( $\mathrm{X}, \mu, \varnothing_{\mathrm{t}}$ ) is usually referred to as the dynamical system.

In our discussion of finite Hamiltonian systems we had $X=S_{E}$,
$\boldsymbol{\mu}=$ microcanonical measure (ensemble), and $\phi_{t}$ the time evolution given by the solution of the Hamiltonian equations of motion. All our analysis can be easily translated to the more general setting. Thus we say that the dynamical system ( $\mathrm{X}, \boldsymbol{\mu}, \phi_{t}$ ) is ergodic if for any set $A \subset X$, which is left invariant by $\phi_{t}, \quad \mu(A)=0$ or $\mu(A)=1$. Equivalently ( $X, \mu, \phi_{t}$ ) is ergodic if there does not exist another measure $\mu^{\prime}$, which is absolutely continuous with respect to $\mu$, and is also invariant under $\phi_{t}$.

We say that $\mu^{\prime}$ is absolutely continuous with respect to $\mu$ if $\mu(A)=0 \Rightarrow \mu^{\prime}(A)=0$. When $\mu^{\prime}$ is absolutely continuous with respect to $\mu$ we can write $d \mu^{\prime}=\rho(x) d \mu$, i.e. $\mu^{\prime}$ has an 'ensemble density' with respect to $d \mu$.

It should now be clear what is involved in the ergodic theory of infinite systems: $X$ will be the space of infinite configurations (locally finite), $\mu$ will be some stationary measure under the time evolution $\phi_{t}$ assuming this can be suitably defined. It may now be much more difficult to justify a priori the use of the Gibbs measure (at a given temperature and chemical potential) and those absolutely continuous with respect to it as the only physically suitable measures (assuming there are also other stationary measures available) than it was to argue in the finite system for the use of ensembles with ensemble densities. I will leave the discussion of this to Professor Haag and only refer you now to Table l for some of the results known for infinite systems.
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Appendix: Ergodic properties of simple model system with collisions*
We are interested in the ergodic properties of dilute gas systems. These may be thought of as Hamiltonian dynamical systems in which the particles move freely except during binary "collisions". In a collision the velocities of the colliding particles undergo a transformation with "good" mixing properties (cf. Sinai's study of the billiard problem). To gain an understanding of such systems we have studied the following simple discrete time model: The system consists of a single particle with coordinate $r=(x, y)$ in a twodimensional torus with sides of length ( $I_{x}, I_{y}$ ), and "velocity" $\underline{v}=\left(v_{x}, v_{y}\right)$, in the unit square $v_{x} \in[0,1]^{y}, v_{y} \in[0,1]$. The phase space $\Gamma$ is thus a direct product of the torus and the unit square. The transformation $T$ which takes the system from a dynamical state ( $\underline{\underline{r}, \underline{V} \text { ) at "time" } j \text { to a new dynamical state } T(\underline{r}, \underline{V}) ~}$ at time $j+l$ may be pictured as resulting from the particle moving freely during the unit time interval between $j$ and $j+l$ and then
*From paper by S. Goldstein, O.E. Landford III and J.I. Lebowitz.
undergoing a "collision" in which its velocity changes according to the baker's transformation, i.e.

$$
T(\underline{r}, \underline{v})=(\underline{r}+\underline{v}, B \underline{v})
$$

with $B$ the baker's transformation defined in Section 5,

$$
B\left(v_{x}, v_{y}\right)= \begin{cases}\left(2 v_{x}, \frac{1}{2} v_{y}\right), & 0 \leqslant v_{x} \leqslant \frac{1}{2} \\ \left(2 v_{x}-1,\right. & \left.\frac{1}{2} v_{y}+\frac{1}{2}\right), \\ \frac{1}{2}<v_{x} \leqslant 1 .\end{cases}
$$

The normalized Lebesgue measure $\mathrm{d} \boldsymbol{\mu}=\mathrm{dxdydv} \mathrm{Xiv}_{\mathrm{V}} / \mathrm{L}_{\mathrm{x}} \mathrm{I}_{\mathrm{y}}=$ $d \underline{r} d \underline{V} / L_{x} L_{y}$ in $\Gamma$ is left invariant by $T$. We call $U_{T}$ the unitary transformation induced by $T$ on $L^{2}(d \mu), U_{T} \phi=\varnothing \circ T$. Our interest lies then in the ergodic properties of $T$ and in the spectrum of $U_{T}$.

We note first that the transformation $B$ on the velocities is, when taken by itself as a transformation of the unit square with measure dy, well known to be isomorphic to a Bernoulli shift. It therefore has very good mixing properties.

The ergodic properties of our system which combines $B$ with free motion turn out to depend on whether $I_{x}^{-1}$ and $I_{y}^{-1}$ satisfy the independence condition (I),

$$
\begin{array}{r}
n_{x} I_{x}^{-1}+n_{y} I_{y}^{-1} \notin \text { for } n_{x} \text { and } n_{y} \text { integers } \\
\text { unless } n_{x}=n_{y}=0 . \tag{I}
\end{array}
$$

Theorem 1: When (I) holds, the spectrum of $U_{T T}$, on the complement of the one-dimensional subspace generated by the constants, is absolute ly continuous with respect to Lebesgue measure and has infinite multiplicity.

It follows from Theorem 1 that when (I) holds the dynamical system ( $\Gamma, T, \mu$ ) is at least mixing. We do not know at present whether it is also a Bernoulli shift or at least a $K$ system.
Theorem 2: When ( $I$ ) does not hold the system ( $\Gamma, T, \mu$ ) is not ergodic.
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### 1.1 The model

The isotropic Heisenberg model represents a magnet as a system of $N$ spins $S$, fixed at the sites of a lattice and coupled through so-called exchange forces, described by the Hamiltonian

$$
\begin{align*}
H & =-\sum_{a \neq b} J_{a b} \vec{S}_{a} \cdot \vec{S}_{b}  \tag{1.1}\\
& =-\sum_{a \neq b} J_{a b}\left[S_{a}^{z} S_{b}^{z}+S_{a}^{+} S_{b}^{-}\right]
\end{align*}
$$

where $J_{a b}=J\left(\vec{r}_{a}-\vec{r}_{b}\right)$ is the exchange interaction between lattice points $a$ and $b ; S_{a}^{z}$ and $S_{a}^{ \pm}=S_{a}^{x} \pm i S_{a}^{y}$ are the spin operators, which obey the usual angular momentum commutation relations:

$$
\begin{align*}
& {\left[S_{a}^{z}, S_{b}^{+}\right]= \pm S_{a}^{ \pm} \delta_{a, b}^{k r}}  \tag{1.2}\\
& {\left[S_{a}^{+}, S_{b}^{-}\right]=2 S_{a}^{z} \delta_{a, b}^{k r}}
\end{align*}
$$

(we set $\frac{\pi}{n}=1$ throughout). We recall that $S_{a}^{z}$ is hermitian and that $S_{a}^{+}=\left(S_{a}^{-}\right) \dagger$.

It is sometimes convenient to express the Heisenberg Hamiltonian in terms of the Fourier transforms of the spin operators, defined as

$$
\begin{equation*}
S_{\vec{q}}^{\alpha}=\sum_{a} S_{a}^{\alpha} e^{i \vec{q} \cdot \vec{r}_{a}}, \tag{1.3}
\end{equation*}
$$

with the inverse relation

$$
\begin{equation*}
S_{a}^{\alpha}=\frac{1}{N} \sum_{\vec{q}} S_{\vec{q}}^{\alpha} e^{-i \vec{q} \cdot \vec{r}_{a}} \tag{1.4}
\end{equation*}
$$

where the wavenumber $\vec{q}$ takes $N$ values inside the first Brillouin zone of the reciprocal lattice. (From now on, except where necessary to avoid confusion, we shall not explicitly indicate the vector character of the wavenumbers $\vec{q}$ ).

The operators obey the following commutation relations:

$$
\begin{align*}
& {\left[S_{q}^{z}, S_{q^{\prime}}^{ \pm}\right]= \pm S_{q+q^{\prime}}^{ \pm}} \\
& {\left[S_{q}^{+}, S_{q^{\prime}}^{-}\right]=2 S_{q+q^{\prime}}^{z} ;} \tag{1.5}
\end{align*}
$$

moreover,

$$
\begin{equation*}
S_{q}^{z}=\left(S_{-q}^{z}\right)^{t}, \quad S_{q}^{+}=\left(S_{-q}^{-}\right)^{\dagger} \tag{1.6}
\end{equation*}
$$

The Hamiltonian (1.1) is easily transformed into

$$
\begin{equation*}
H=-\frac{1}{N} \sum_{q} J(q)\left[S_{q}^{z} S_{-q}^{z}+S_{q}^{+} S_{-q}^{-}\right] \tag{1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
J(q)=\sum_{b} J_{a b} e^{i \stackrel{\rightharpoonup}{q} \cdot\left(\vec{r}_{a}-\vec{r}_{b}\right)} \tag{1.8}
\end{equation*}
$$

(with the convention: $J_{a a}=0$ ). Note that the reality and inversion symmetry of $J_{a b}$ leads to

$$
\begin{equation*}
J(q)=J(q)^{*}=J(-q) . \tag{1.9}
\end{equation*}
$$

### 1.2 Origin and validity of the Heisenberg Hamiltonian

In order to understand, in a very naive way, the physics underlying the model Hamiltonian (1.l), let us go back to Heisenberg's original remark that exchange forces, as they appear in the elementary (Heitler-London) theory of the stability of the hydrogen molecule, can give rise to energies of the order of those observed in ferromagnetic transitions ( $k_{B} T_{c} \simeq 0.1 \mathrm{eV}$, where $T_{c}$ is the critical temperatore).

In this calculation, we consider the lowest-lying stationary states of a systein of two electrons, 1 and 2 , in the presence of two fixed protons, $a$ and $b$, described by the Hamiltonian

$$
\begin{equation*}
H=H_{1 a}+H_{2 b}+H^{\prime}, \tag{1.10}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{i \alpha}=\frac{P_{i}^{2}}{2 m}-\frac{e^{2}}{r_{i \alpha}} \tag{1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
H^{\prime}=\frac{e^{2}}{r_{a b}}+\frac{e^{2}}{r_{12}}-\frac{e^{2}}{r_{1 b}}-\frac{e^{2}}{r_{2 a}} \tag{1.12}
\end{equation*}
$$

One approximates the eigenfunction of $H$ as products of the (11) atomic wave functions $\varphi_{\alpha}(i)$, solutions of the equations

$$
\begin{equation*}
H_{i \alpha} \varphi_{\alpha}(i)=E \varphi_{\alpha}(i) \tag{1.13}
\end{equation*}
$$

To satisfy the Pauli principle, the total wave functions have to be antisymmetric with respect to permutation of the electrons; one then writes them as

$$
\begin{equation*}
\Psi_{(-)}^{+}=\left[\varphi_{a}(1) \varphi_{b}(2) \underset{(-1)}{+} \varphi_{a}(2) \varphi_{b}(1)\right] \Phi^{(5)}(1,2), \tag{1.14}
\end{equation*}
$$

where $\boldsymbol{\Phi}^{\boldsymbol{A}}$ is the antisymmetric eigenfunction, and $\boldsymbol{\Phi}^{\boldsymbol{S}}$ one of the three symmetric eigenfunction, of the total spin $\vec{S}_{T}=\vec{S}_{1}+\vec{S}_{2}$, ie

$$
\begin{align*}
& S_{T}^{2} \Phi^{(s)}=l(l+1) \Phi^{(s)}  \tag{1.15}\\
& S_{T}^{z} \Phi^{(())}=m \Phi^{(s)}
\end{align*}
$$

with $l=0, m=0$ for $\Phi^{A}$ and $\ell=1, m=+1,0,-1$ for $\Phi^{s}$ One defines the overlap integral $I$, Coulomb integral $V$ and exchange integral $U$ as

$$
\begin{align*}
& I=\int d^{3} r_{1} \varphi_{a}^{*}(1) \varphi_{b}(1) \\
& V=\int d^{3} r_{1} d^{3} r_{2}\left|\varphi_{a}(1)\right|^{2}\left|\varphi_{b}(2)\right|^{2} H^{\prime} \\
& U=\int d^{3} r_{1} d^{3} r_{2} \varphi_{a}^{*}(1) \varphi_{b}^{*}(2) H^{\prime} \varphi_{b}(1) \varphi_{a}(2) . \tag{1.16}
\end{align*}
$$

Averaging the total Hamiltonian with the approximate wave functions $\Psi_{(-)}$, one finds for the singlet (+) and triplet (-) states, the energies

$$
\begin{equation*}
E_{ \pm}=2 E+\frac{V \pm U}{1 \pm|I|^{2}} \simeq 2 E \pm U \tag{1.17}
\end{equation*}
$$

and the energy gap between the two states is thus

$$
\begin{equation*}
J=E_{+}-E_{-}=2 \frac{U-V|I|^{2}}{1-|I|^{4}} \simeq 2 U ; \tag{1.18}
\end{equation*}
$$

$J$ turns out to be negative and the ground state is therefore the singlet state with antiparallel spins.

Now, if we forget about the higher excited states, the energies (1.17) may be labelled according to the spin quantum numbers $\ell$ and $\boldsymbol{m}$, and obtained as eigenvalues of the following effective Hamiltonian acting only on spin variables:

$$
\begin{equation*}
H_{e f f}=-J \vec{S}_{1} \cdot \vec{S}_{2} . \tag{1.19}
\end{equation*}
$$

Indeed,

$$
\begin{equation*}
H_{\text {eff }}=-\frac{J}{2}\left[\left(\vec{s}_{1}+\vec{S}_{2}\right)^{2}-s_{1}^{2}-S_{2}^{2}\right] \tag{1.20}
\end{equation*}
$$

has the eigenvalues

$$
\begin{equation*}
E_{l, m}=-\frac{J}{2}\left[l(l+1)-2 \frac{1}{2}\left(\frac{1}{2}+1\right)\right] \tag{1.21}
\end{equation*}
$$

i.e.

$$
\begin{align*}
E_{l=0, m=0} & =\frac{3}{4} \mathrm{~J} \\
E_{l=1, m=+1,0,-1} & =-\frac{1}{4} \mathrm{~J}, \tag{1.22}
\end{align*}
$$

identical to (1.17), except for an unimportant constant shift. Thus we see that, although all spin-spin interactions are neglected in this theory (see (1.10) - (1.12)), the Pauli principle enables us to specify the space part of the wave functions through their spin quantum numbers, which leads to the effective coupling (1.19).

Heisenberg generalized this model Hamiltonian to describe the lowest-lying states of a magnetic solid. In the absence of exchange, the ground state would be ( $2 S+1$ ) N - times degenerate; in the corresponding reduced Hilbert space, the effective familtonian (l.l) removes this degeneracy and leads to ferromagnetism ( $J>0$ ) or antiferromagnetism $(J<0)$. Note that one expects $J_{a b}$ to be of short range
(first or second neighbours). This generalization to real solids is of course a highly nontrivial problem: a solid is not a giant hydrogen molecule! Moreover, other mechanisms (indirect exchange, superexchange) exist, which also lead to effective Hamiltonians of the form (1.1).

The Heisenberg model is known to describe satisfactorily a large class of ionic solids which exhibit ordered magnetic behaviour, e.g., EuO , $\mathrm{CrO}_{2}$ (ferromagnets), $\mathrm{MnF}_{2}, \mathrm{MnO}, \mathrm{RbMnF}_{3}$ (antiferromagnets). However, in many cases, one has to generalize the Hamiltonian (1.1) to take account of various sorts of anisotropy; one may, for instance, describe uniaxial or planar magnets by writing

$$
\begin{equation*}
H=-\sum_{a \neq b}\left[J_{a b}^{\prime \prime} S_{a}^{z} S_{b}^{z}+J_{a b}^{1} S_{a}^{+} S_{b}^{-}\right] \tag{1.23}
\end{equation*}
$$

We shall not enter into these theoretical refinements and shall limit ourselves to the isotropic model. Then the Hamiltonian (l.l) depends only on scalar products of spin operators, and is therefore invariant under simultaneous rotations of all the spins. Consequently, the total spin is an invariant of the motion:

$$
\begin{equation*}
\left[H, \sum_{a} \vec{S}_{a}\right]=0 \tag{1.24}
\end{equation*}
$$

as may be verified from (1.1) and (1.2). Note that this does not imply that all properties of the system will be isotropic, since the spins are located at the sites of a lattice, the symmetry of which will in general be reflected at the macroscopic level. To make things as simple as possible, we shall only consider Bravais lattices with cubic symmetry. Indeed, we shall be even more specific and limit ourselves to the case of ferromagnets. These may be defined by the fact that $J(q)$ has its absolute maximum at $q=0$, which reflects the fact that the (essentially positive) interaction $J_{a b}$ favours the parallel orientation of the spins (this point will become evident in part VI). We shall make use later of the fact that $J(q)$ may be expanded around this maximum:

$$
\begin{equation*}
J(q)=J(0)\left[1-\alpha q^{2} \cdots\right] . \tag{1.25}
\end{equation*}
$$

In particular, when the interaction is limited to $z$ nearest neighbours,

$$
\begin{align*}
J(q) & =J \sum_{\bar{\delta}} \cos (\vec{q} \cdot \vec{\delta}) \\
& \overrightarrow{q \rightarrow 0} z J\left[1-\frac{(q \delta)^{2}}{6} \cdots\right], \tag{1.26}
\end{align*}
$$

where $\delta$ is the distance between nearest neighbours.
In the following section, we shall show that neutron scattering experiments allow the measurement of time- and space-dependent spin correlation functions in Heisenberg magnets. We shall then, for completeness, recall some of the general properties of these functions. Finally, their theory will be reviewed in the three temperature domains of major interest: the low temperature spin wave region ( $T \ll T_{c}$ ) , the paramagnetic region ( $T \gg T_{c}$ ) and the critical region ( $T \cong T_{c}$ ) .
II. NEUTRON SCATTERING EXPERIMENTS AND SPIN CORRELATION FUNCTIONS

Slow neutrons, with wavelengths $\boldsymbol{\lambda}$ of the order of a typical lattice spacing ( $\simeq 1$ A) , have energies

$$
\begin{equation*}
\varepsilon=\frac{p^{2}}{2 M}=\frac{h^{2}}{2 M \lambda^{2}} \simeq 0.1 \mathrm{eV} \tag{2.1}
\end{equation*}
$$

of the order of $K_{B} T_{c}$. This is the reason why they are excellent probes for studying spin fluctuations in magnets. Following Van Hove [3], we shall now show that, in the Born approximation, the cross-section for the scattering of neutrons by a Heisenberg magnet is very simply related to time- and space-dependent correlation functions.

In a scattering experiment (see Fig. l), we direct at the sample a beam of neutrons with momentum $\overrightarrow{\mathrm{P}}_{i}$, described by a plane wave function

$$
\begin{equation*}
\psi_{i}=\frac{1}{\sqrt{\Omega}} e^{i\left[\vec{P}_{i} \cdot \vec{R}-\frac{R_{i}^{2}}{2 M} t\right]} \tag{2.2}
\end{equation*}
$$



Fig. 1
( $\Omega$ is the volume of the laboratory). At large distances from the target, the outgoing wave may be analyzed as a superposition of final states

$$
\begin{equation*}
\Psi_{f}=\frac{1}{\sqrt{\Omega}} e^{i\left[\vec{P}_{f} \cdot \vec{R}-\frac{P_{f}^{2}}{2 M} t\right]} \tag{2.3}
\end{equation*}
$$

with momentum $\vec{P}_{f}$. Instead of $\vec{P}_{f}$, usual coordinates are the polar angles $\theta$ and $\phi$, and the energy transfer

$$
\begin{equation*}
\omega=\frac{P_{f}^{2}-P_{i}^{2}}{2 M} . \tag{2.4}
\end{equation*}
$$

One measures the (infinitesimal) number aN of neutrons coming out per unit time, with a momentum inside the infinitesimal element $d^{3} P_{f}$ around $\vec{P}_{f}$ or, equivalently, with an energy transfer between $\omega$ and $\omega+d \omega$, in the solid angle $d \gamma=\sin \theta d \theta d \phi$. The scattering cross-section is then defined as the ratio of the number of scattered neutrons $d N / d r d \omega$ to the incoming flux ( $N / \Omega$ ) $P_{i} / M$ :

$$
\begin{equation*}
\frac{d^{2} \sigma}{d r d \omega}=\frac{M \Omega}{P_{i} N} \frac{d N}{d r d \omega} \tag{2.5}
\end{equation*}
$$

( $N$ is the total number of neutrons). The number aN is $N$ times the probability $W_{\text {if }}$ that a neutron makes the transition from state $\vec{P}_{i}$ to state $\vec{P}_{f}$, multiplied by the number of final states in
$d^{3} P_{f}=P_{f}^{2} d P_{f} d \gamma=M P_{f} d \omega d r \quad$. Since the density of plane wave states in momentum space is $\Omega / 8 \Pi^{3}$, we arrive at

$$
\begin{equation*}
\frac{d^{2} \sigma}{d r d w}=\frac{M^{2} \Omega^{2}}{8 \eta^{3}} \frac{P_{f}}{P_{i}} W_{i f} \tag{2.6}
\end{equation*}
$$

In the Born approximation, the transition probability is given by

$$
\begin{equation*}
\left.W_{i f}=\sum_{n, m}\left|\left\langle\overrightarrow{\mathrm{P}}_{i}, n\right| V\right| \stackrel{\rightharpoonup}{\mathrm{P}}_{f}, m\right\rangle\left.\right|^{2} 2 \pi \delta\left(w_{m n}-w\right) \frac{e^{-\beta E_{n}}}{Z}, \tag{2.7}
\end{equation*}
$$

where the sums run over the energy eigenstates of the spin system, $Z=\sum_{n} \exp \left(-\beta E_{n}\right)$ is the corresponding canonical partition function at reciprocal temperature $\quad \beta=\left(k_{B} T\right)^{-1}$ and $\omega_{m n}=E_{n}-E_{m}$. This formula differs from the well-known "golden rule" of second-order perturbation theory in quantum mechanics only by the fact that one sums over all initial and final states of the spin system, weighting the initial states by the canonical probability $\exp \left(-\beta E_{n}\right) / Z$. The magnetic interaction between the neutron and the spins in the system may be written as

$$
\begin{equation*}
V=\sum_{a} \vec{V}\left(\vec{R}-\vec{r}_{a}\right) \cdot \vec{S}_{a} \tag{2.8}
\end{equation*}
$$

if the neutron beam is unpolarized and if one does not measure the eventual neutron spin polarization. Its matrix elements can be calculated as follows (see (2.2-3) and (1.3)):

$$
\begin{align*}
& \left\langle\overrightarrow{\mathrm{P}}_{i}, n\right| \vartheta\left|\overrightarrow{\mathrm{P}}_{f}, m\right\rangle \\
& = \\
& =\sum_{a}\langle n| \vec{S}_{a}|m\rangle \cdot \frac{1}{\Omega} \int d^{3} R e^{i\left(\vec{P}_{f}-\vec{P}_{i}\right) \cdot \vec{R}^{\prime}} \vec{V}\left(\vec{R}-\vec{r}_{a}\right) \\
& = \\
& \sum_{a}\langle n| \vec{S}_{a} e^{i\left(\vec{P}_{f}-\vec{P}_{i}\right) \cdot \vec{r}_{a}|m\rangle \cdot}  \tag{2.9}\\
& =\frac{1}{\Omega} \int d^{3} R e^{i\left(\vec{P}_{f}-\vec{P}_{i}\right) \cdot\left(\vec{R}-\vec{r}_{a}\right)_{V}} \vec{V}\left(\vec{R}-\vec{r}_{a}\right) \\
& = \\
& \frac{1}{\Omega} \vec{V}_{q} \cdot\langle n| \vec{S}_{q}|m\rangle,
\end{align*}
$$

where we have introduced the momentum transfer

$$
\begin{equation*}
\vec{q}=\vec{P}_{f}-\vec{P}_{i}, \tag{2.10}
\end{equation*}
$$

and the Fourier transform of the interaction $\vec{V}(\vec{R})$

$$
\begin{equation*}
\vec{V}_{q}=\int d^{3} R \vec{V}(\vec{R}) e^{i \vec{q} \cdot \vec{R}} \tag{2.11}
\end{equation*}
$$

Substituting (2.7) and (2.9), we find that the scattering cross. section can be written as

$$
\begin{equation*}
\frac{d^{2} \sigma}{d \gamma d \omega}=\frac{N M^{2}}{8 \pi^{3}} \frac{P_{f}}{P_{i}} \sum_{\substack{\alpha, \beta \\(=x, y, z)}} V_{q}^{\alpha}\left(V_{q}^{\beta}\right)^{*} S^{\alpha \beta}(q, w), \tag{2.12}
\end{equation*}
$$

where all the information about the spin system is contained in the tensor

$$
S^{\alpha \beta}(q, \omega)=\frac{1}{N} \sum_{n, m} \frac{e^{-\beta E_{n}}}{Z}\langle n| S_{q}^{\alpha}|m\rangle\langle m| S_{-q}^{\beta}|n\rangle 2 \pi \delta\left(w_{m n}-\omega\right) \cdot(2.13)
$$

To put this function in a form independent of the (unknown)
energy eigenstates of the spin system, we replace the Dirac delta function by its usual representation

$$
\begin{equation*}
\delta(\omega)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{i \omega t} d t \tag{2.14}
\end{equation*}
$$

and we get

$$
\begin{equation*}
S^{\alpha \beta}(q, \omega)=\int_{-\infty}^{+\infty} d t e^{-i \omega t} \Gamma_{q}^{\alpha \beta}(t) \tag{2.15}
\end{equation*}
$$

where

$$
\begin{align*}
\Gamma_{q}^{\alpha \beta}(t) & =\frac{1}{N z} \sum_{n, m}\langle n| e^{-\beta E_{n}} e^{i E_{n} t} S_{q}^{\alpha} e^{-i E_{m} t}|m\rangle\langle m| S_{-q}^{\beta}|n\rangle \\
& =\frac{1}{N Z} \text { Trace }\left\{e^{-\beta H} e^{i H t} S_{q}^{\alpha} e^{-i H t} S_{-q}^{\beta}\right\} \\
& =\frac{1}{N}\left\langle S_{q}^{\alpha}(t) S_{-q}^{\beta}(0)\right\rangle \tag{2.16}
\end{align*}
$$

(we used the closure relation $\sum_{m}|m\rangle\langle m|=1$ ) ; the brackets indicate an average over the canonical distribution and

$$
\begin{equation*}
S_{q}^{\alpha}(t)=e^{i H t} S_{q}^{\alpha} e^{-i H t} \tag{2.17}
\end{equation*}
$$

is the Heisenberg picture of $S_{q}^{\alpha}$. Going back to the localized spin operators $S_{a}^{\alpha}$, we have:

$$
\begin{equation*}
\Gamma_{q}^{\alpha \beta}(t)=\frac{1}{N} \sum_{a, b} \Gamma_{a b}^{\alpha \beta}(t) e^{i \vec{q} \cdot\left(\vec{r}_{a}-\vec{r}_{b}\right)}, \tag{2.18}
\end{equation*}
$$

with

$$
\begin{equation*}
\Gamma_{a b}^{\alpha \beta}(t)=\left\langle S_{a}^{\alpha}(t) S_{b}^{\beta}(0)\right\rangle . \tag{2.19}
\end{equation*}
$$

The functions $S^{\alpha \beta}(q, w)$ thus turn out to be the four-dimensional Fourier transforms (over time and space) of the two-spin correlation functions $\Gamma_{a b}^{\alpha \beta}(t)$.

In the expression (2.12) for the cross-section, it is possible to separate out a part corresponding to pure forward elastic scattering. Indeed, when $t \rightarrow \infty$ or when $\left|\vec{r}_{a}-\vec{r}_{b}\right| \rightarrow \infty$, the two spins a and $b$ in (2.19) must become statistically independent:

$$
\begin{equation*}
\Gamma_{a b}^{\alpha \beta}(t) \xrightarrow[\substack{t \rightarrow \infty \\\left|F_{a}-\vec{r}_{b}\right| \rightarrow \infty}]{ }\left\langle S_{a}^{\alpha}(t)\right\rangle\left\langle S_{b}^{\beta}(0)\right\rangle \equiv\left\langle S^{\alpha}\right\rangle\left\langle S^{\beta}\right\rangle \tag{2.20}
\end{equation*}
$$

( $\left\langle S_{a}^{\alpha}(t)\right\rangle$ is independent of $a$ and $t$ ). We can then separate this limiting value by writing

$$
\begin{equation*}
\Gamma_{a b}^{\alpha \beta}(t)=\delta \Gamma_{a b}^{\alpha \beta}(t)+\left\langle S^{\alpha}\right\rangle\left\langle S^{\beta}\right\rangle, \tag{2,21}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta \Gamma_{a b}^{\alpha \beta}(t)=\left\langle\left[S_{a}^{\alpha}(t)-\left\langle S^{\alpha}\right\rangle\right]\left[S_{b}^{\beta}(0)-\left\langle S^{\beta}\right\rangle\right]\right\rangle . \tag{2.22}
\end{equation*}
$$

This leads to a similar separation for $S^{\alpha \beta}(q, w)$ :

$$
\begin{equation*}
S^{\alpha \beta}(q, w)=\delta S^{\alpha \beta}(q, w)+2 \pi N\left\langle S^{\alpha}\right\rangle\left\langle S^{\beta}\right\rangle \delta_{q, 0}^{k r} \delta(w) \tag{2.23}
\end{equation*}
$$

'he second term corresponds to forward elastic scattering, which cannot
be distinguished from the unscattered beam. Above the critical temperature, $\left\langle s^{\infty}\right\rangle=0$. Below $T_{c}$, if we study a single ferrolmagnetic domain and choose the $\boldsymbol{z}$ axis parallel to $\langle\vec{s}\rangle$, only $S^{z z}(q, w)$ will contain such an elastic term. In the following, we shall forget about this uninteresting part and, without indicating it explicitly, only consider the inelastic function $\delta S^{\alpha \beta}(g, \omega)$

We have up to now considered correlation functions $\Gamma^{\alpha \beta}$ (and $S^{\alpha \beta}$ ) with $\alpha, \beta=x, y, z$. From now on, we shall use instead the variables (,,$+- z$ ), which have the advantage that the only nonvanishing elements of the correlation tensor $\Gamma^{\alpha \beta}$ are $\Gamma^{z z}$, $\Gamma^{+-}$and $\Gamma^{++}$. This follows from the fact that the Heisenberg Hamiltonian conserves the total spin, which implies that, in the definition (2.16) or (2.19), the operators $S^{\alpha}$ and $S^{\beta}$ must change the total spin in exactly opposite ways. From the definition of the raising and lowering operators $S^{ \pm}=S^{x} \pm i S^{y}$, one readily obtains the relations between the functions $\Gamma^{\alpha \beta} \beta$ in variables ( $x, y, z$ ) and (+,,- z ):

$$
\begin{align*}
& \Gamma^{x x}=\Gamma^{y y}=\frac{1}{4}\left(\Gamma^{+-}+\Gamma^{-+}\right) \\
& \Gamma^{x y}=-\Gamma^{y x}=\frac{i}{4}\left(\Gamma^{+-}-\Gamma^{-+}\right) \\
& \Gamma^{x z}=\Gamma^{z x}=\Gamma^{y z}=\Gamma^{z y}=0 . \tag{2.24}
\end{align*}
$$

III. SONE GENERAL PROPERTIES OF THE SPIN CORRETATION FUNCTIONS [4]

### 3.1 Hermitian symmetry

Since the functions $S^{\alpha \beta}(q, w)$ are measurable quantities, they must be real:

$$
\begin{equation*}
S^{\alpha \beta}(q, w)=\left[S^{\alpha \beta}(q, \omega)\right]^{*}(\alpha, \beta=+,-, z) \tag{3.1}
\end{equation*}
$$

This can be readily proved if one starts from the definition (2.13) and uses (1.6) or

$$
\begin{align*}
& \langle n| S_{q}^{z}|m\rangle=\langle m| S_{-q}^{z}|n\rangle^{*} \\
& \langle n| S_{q}^{+}|m\rangle=\langle m| S_{-q}^{-}|n\rangle^{*} \tag{3.2}
\end{align*}
$$

Taking the proper Fourier transforms (see (2.15) and (2.18)), one obtains the corresponding relations for $\Gamma_{q}^{\alpha \beta}(t)$ and $\Gamma_{a b}^{\alpha \beta}(t)$ :

$$
\begin{align*}
& \Gamma_{q}^{\alpha \beta}(t)=\left[\Gamma_{q}^{\alpha \beta}(-t)\right]^{*} \\
& \Gamma_{a b}^{\alpha \beta}(t)=\left[\Gamma_{b a}^{\alpha \beta}(-t)\right]^{*} \tag{3.3}
\end{align*}
$$

### 3.2 Detailed balance

The functions $S^{\alpha \beta}(q, \omega)$ satisfy the relation

$$
\begin{equation*}
S^{\alpha \beta}(q, \omega)=e^{-\frac{\omega}{k_{B} T}} S^{\beta \alpha}(-q,-\omega) \tag{3.4}
\end{equation*}
$$

To establish this, start again from the definition (2.13), permute the summation indices $n$ and $m$ and use the identity

$$
\begin{align*}
e^{-\beta E_{m}} \delta\left(\omega_{n m}-w\right) & =e^{-\beta E_{n}} e^{\beta \omega_{m n}} \delta\left(-\omega_{m n}-w\right) \\
& =e^{-\beta E_{n}} e^{-\beta \omega} \delta\left(\omega_{m n}+w\right) \tag{3.5}
\end{align*}
$$

Egs. (3.1) and (3.4) show that it suffices to know the real functions $S^{\alpha \beta}(q, \omega)$ along the positive $\omega$ axis, in order to possess all of the information concerning spin correlations (and, more generally, all linear response phenomena, through the fluctuation-dissipation theorem).

### 3.3 Lattice symmetry

The space dependence of the correlation functions must of course have the symmetry properties of the lattice; in particular, the correlation functions are invariant under lattice translations and inversion:

$$
\begin{equation*}
\Gamma_{a b}^{\alpha \beta}(t)=\Gamma_{b a}^{\alpha \beta}(t) \tag{3.6}
\end{equation*}
$$

only depends on the relative distance $\vec{r}_{a}-\vec{r}_{6}$; similarly,

$$
\begin{equation*}
\Gamma_{q}^{\alpha \beta}(t)=\Gamma_{-q}^{\alpha \beta}(t) \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
S^{\alpha \beta}(q, w)=S^{\alpha \beta}(-q, w) . \tag{3.8}
\end{equation*}
$$

3.4 Spin-rotational symmetry
3.4.1 Sum rule

Since the total spin is an invariant of the motion (see (1.24)), the functions $\Gamma_{q=0}^{\alpha \beta}(t)$ are time-independent

$$
\begin{equation*}
\Gamma_{q=0}^{\alpha \beta}(t)=\frac{1}{N} \sum_{a, b}\left\langle S_{a}^{\alpha}(t) S_{b}^{\beta}(0)\right\rangle=\frac{1}{N} \sum_{a, b}\left\langle S_{a}^{\alpha}(0) S_{b}^{\beta}(0)\right\rangle=\Gamma_{q=0}^{\alpha \beta}(0) . \tag{3.9}
\end{equation*}
$$

### 3.4.2 Symmetry of the correlation tensor

In the peramagnetic region ( $T>T_{c}$ ) , there is no spontaneous magnetization and hence no privileged direction. The full invariance of the Heisenberg Hamiltonian under simultaneous rotations of the spins (or a rotation of the spin coordinate system) then implies that, in addition to the relations (2.24), we must have:

$$
\begin{equation*}
\Gamma^{x x}=\Gamma^{y y}=\Gamma^{z z} \tag{3.10}
\end{equation*}
$$

the other components being zero:

$$
\begin{equation*}
\Gamma^{x y}=\Gamma^{x z}=\cdots=0 . \tag{3.11}
\end{equation*}
$$

Or, in the (,,$+- z$ ) variables, we have:

$$
\begin{equation*}
\Gamma^{z z}=\frac{\Gamma^{+-}}{2}=\frac{\Gamma^{-+}}{2} \tag{3.12}
\end{equation*}
$$

The whole $\Gamma^{\alpha \beta}$ tensor is thus reduced to a single scalar function,

$$
\begin{equation*}
\Gamma_{a b}(t)=\Gamma_{a b}^{z z}(t) \equiv \frac{\left\langle\vec{S}_{a}(t) \cdot \vec{S}_{b}(0)\right\rangle}{3} \tag{3.13}
\end{equation*}
$$

with corresponding definitions for $\Gamma_{f}(t)$ and $S(q, \omega)$, from (2.15) and (2.18).

In the ferromagnetic region $T<T_{c}$, the rotational symmetry is broken and one is left with the three independent functions, $\boldsymbol{\Pi} \boldsymbol{z z}$, $\Gamma^{+-}$and $\Pi^{+}$.
IV. LOW TEMPERATURE THEORY. [5]

### 4.1 Spin waves

4.1.1 The ground state

An essential property of the ferromagnetic Heisenberg model is that its ground state and lowest excited states are known exactly. If the choice of the spin coordinate system is such that the spontaneous magnetization is aligned along the negative $z$ direction, the ground state eigenvector is

$$
\begin{equation*}
|0\rangle=|-s,-s, \ldots\rangle \tag{4.1}
\end{equation*}
$$

in the localized spin representation

$$
\begin{equation*}
\left|\left\{m_{a}\right\}\right\rangle=T_{a}\left|m_{a}\right\rangle \tag{4.2}
\end{equation*}
$$

defined by

$$
\begin{equation*}
S_{a}^{z}\left|m_{a}\right\rangle=m_{a}\left|m_{a}\right\rangle \tag{4.3}
\end{equation*}
$$

The ground state energy is easily found:

$$
\begin{align*}
H|0\rangle & =-\sum_{a \neq b} J_{a b}\left[S_{a}^{z} S_{b}^{z}+S_{a}^{+} S_{1}^{-}\right]|0\rangle \\
& =-\sum_{a \neq b} J_{a b} S^{2}|0\rangle \\
& =-N S^{2} J(q=0)|0\rangle ; \tag{4.4}
\end{align*}
$$

in particular, if the interaction is limited to $z$ nearest neighpours,

$$
\begin{equation*}
E_{0}=-N S^{2} z J . \tag{4.5}
\end{equation*}
$$

4.1.2 Lowest excited states

To find the lowest excited states, we start from the ground state and raise one spin. Because of the translational symmetry of the lattice, we can deduce from an argument similar to Bloch's theorem in solid state physics, that the wave function must be a linear combination of the following form:

$$
\begin{equation*}
|1 q\rangle=C \sum_{a} e^{i \vec{q} \cdot \vec{r}_{a}} S_{a}^{+}|0\rangle=C S_{q}^{+}|0\rangle \tag{4.6}
\end{equation*}
$$

where $C$ is a normalizing factor. To establish that $\left|\Lambda_{q}\right\rangle$ is an eigenfunction of $H$, it suffices to verify that

$$
\begin{equation*}
\left[H, S_{q}^{+}\right]|0\rangle=w_{q} S_{q}^{+}|0\rangle, \tag{4.7}
\end{equation*}
$$

because (4.7) implies that

$$
\begin{align*}
H S_{q}^{+}|0\rangle & =S_{q}^{+} H|0\rangle+\left[H, S_{q}^{+}\right]|0\rangle \\
& =\left[E_{0}+w_{q}\right] S_{q}^{+}|0\rangle \tag{4.8}
\end{align*}
$$

From (1.1) and (1.2), we get:

$$
\begin{align*}
{\left[H, S_{a}^{+}\right]|0\rangle } & =-\sum_{b \neq c} J_{b c}\left[\left(S_{b}^{z} S_{c}^{z}+S_{b}^{+} S_{c}^{-}\right), S_{a}^{+}\right]|0\rangle \\
& =-2 \sum_{b} J_{a b}\left(S_{b}^{z} S_{a}^{+}-S_{b}^{+} S_{a}^{z}\right)|0\rangle \\
& =2 S \sum_{b} J_{a b}\left(S_{a}^{+}-S_{b}^{+}\right)|0\rangle \tag{4.9}
\end{align*}
$$

whence

$$
\left[H, S_{q}^{+}\right]|0\rangle=\sum_{a} e^{i \stackrel{\rightharpoonup}{q} \cdot \vec{r}_{a}}\left[H, S_{a}^{+}\right]|0\rangle=
$$

$$
\begin{align*}
& =2 S\left(\sum_{a} e^{i \vec{q} \cdot \vec{r}_{a}} S_{a}^{+} \sum_{b} J_{a b}-\sum_{b} e^{i \vec{q} \cdot \vec{r}_{b}} S_{b}^{+} \sum_{a} e^{i \vec{q} \cdot\left(\vec{r}_{a}-\vec{r}_{b}\right)} J_{a b}\right)|0\rangle \\
& =2 S[J(0)-J(q)] S_{q}^{+}|0\rangle, \tag{4.10}
\end{align*}
$$

which justifies (4.7) with

$$
\begin{equation*}
w_{q}=2 S[J(0)-J(q)] \tag{4.11}
\end{equation*}
$$

the Bloch spin wave dispersion relation. Note that

$$
\begin{equation*}
w_{q}=w_{-q} \geqslant 0 \tag{4.12}
\end{equation*}
$$

and that $\omega_{q}$ only vanishes at $q=0$, since $J(q)$ is an even fundtion of $g$ and has its maximum value at $g=0$. Near this point, $W_{q}$ behaves as follows (see (1.25) and (1.26)) :

$$
\begin{equation*}
w_{q} \simeq 2 S J(0) \propto q^{2} \tag{4.13}
\end{equation*}
$$

i.e., for nearest-neighbour interactions,

$$
\begin{equation*}
\omega_{q} \simeq \frac{S_{z} J}{3}(q \delta)^{2} . \tag{4.14}
\end{equation*}
$$

The normalizing factor $C$ in (4.6) is obtained from the condition

$$
\begin{align*}
\left\langle 1_{q} \mid 1_{q}\right\rangle & =C^{2}\langle 0| S_{-q}^{-} S_{q}^{+}|0\rangle \\
& =C^{2}\langle 0|\left(S_{q}^{+} S_{-q}^{-}-2 S_{q=0}^{z}\right)|0\rangle \\
& =C^{2} 2 N S=1 \tag{4.15}
\end{align*}
$$

whence

$$
\begin{equation*}
c=\frac{1}{\sqrt{2 N S}} \tag{4.16}
\end{equation*}
$$

We thus proved that the operator

$$
\begin{equation*}
a_{q}^{+}=\frac{s_{q}^{+}}{\sqrt{2 N S}}, \tag{4.17}
\end{equation*}
$$

acting on the ground state, "creates" a spin wave with energy $\omega_{q}$.
We shall also make use of the following relation:

$$
\begin{equation*}
\left[H, S_{\ddagger}^{z}\right]|0\rangle=0, \tag{4.18}
\end{equation*}
$$

which is readily established by a calculation similar to (4.9)-(4.10).
We finally remark that the same type of calculation can be made for antiferromagnets. However, in this case, the ground state and, a fortiori, the lowest excited states are not known exactly. One finds spin waves with an energy $\omega_{q}:: q$ for small values of $q$.

### 4.1.3 Higher excited states

It is easily verified that a two-spin-wave state

$$
\begin{equation*}
\left.\left|1_{q}, 1_{q}\right\rangle\right\rangle=a_{q}^{+} a_{q}^{t},|0\rangle \tag{4.19}
\end{equation*}
$$

is not an eigenstate of the Heisenberg Hamiltonian. For spins $1 / 2$, for instance, this basis is overcomplete, since there exist $N(N+1) / 2$ states of this type ( $N(N-1) / 2$ for $q \neq q^{\prime}$, plus $N$ for $\left.q=q^{\prime}\right)$, while there can only be $N(N-1) / 2$ states with two spins up, in the localized spin basis (4.2). Going back to the definitions (4.6) and (4.17), we see that the error comes from the fact that, in (4.19), we include unphysical situations where the same spin is raised twice. This error is of order $1 / N$ and remains of this order in an n-spin-wave state, as long as $n$ is finite. However, at any finite temperature, the number of spin waves is of order $N$ and the error is not negligible in the thermodynamic limit $N \rightarrow \infty$. This difficulty has been studied by Dyson [6]; in his very remarkable work, he showed that the independent spin wave states, although forming an overcomplete basis, remain a suitable approximation as long as the fraction of reversed spins is small (in fact, up to temperatures $T \leqslant T_{c} / 2$ ). The physical reason for this rather surprising result, which will become clear when we come back to Dyson's results (see below, Egs. (4.30), (4.45) and (4.48)), is that the corrections
to the free spin wave theory may be interpreted as arising from interactions between spin waves and are therefore (essentially) proportional to the square of their density $n / N$.

Let us first consider the independent spin wave approximation, where one takes as eigenstates of the Heisenberg Hamiltonian the basis

$$
\begin{equation*}
\left|\left\{n_{q}\right\}\right\rangle=T_{q} \frac{\left(a_{q}^{+}\right)^{n_{q}}}{\sqrt{n_{q}!}}|0\rangle ; \tag{4.20}
\end{equation*}
$$

this amounts to assuming that the commutation relations (4.7) and (4.18) are true in general:

$$
\begin{align*}
& {\left[H, S_{q}^{ \pm}\right]= \pm w_{q} S_{q}^{ \pm}}  \tag{4.21}\\
& {\left[H, S_{q}^{z}\right]=0 .} \tag{4.22}
\end{align*}
$$

In the basis (4.20), it is easily verified that the operator $\mathbf{a}_{\ddagger}^{+}$ defined in (4.17), and its hermitian conjugate

$$
\begin{equation*}
a_{q}=\frac{S_{-q}^{-}}{\sqrt{2 N S}}, \tag{4.23}
\end{equation*}
$$

only have the following non-vanishing matrix elements:

$$
\begin{gather*}
\left\langle\left\{n_{q}\right\}, n_{q}+1\right| a_{q}^{+}\left|\left\{n_{q}\right\}, n_{q}\right\rangle=\left\langle\left\{n_{q}\right\}, n_{q}\right| a_{q}\left|\left\{n_{q}\right\}, n_{q}+1\right\rangle \\
=\sqrt{n_{q}+1}, \tag{4.24}
\end{gather*}
$$

i.e., they behave as the creation and annihilation operators of the second quantization formalism. In particular, (4.24) implies that they obey the boson commutation relations:

$$
\begin{equation*}
\left[a_{q}, a_{q^{\prime}}^{+}\right]=\delta_{q, q^{\prime}}^{K_{r}}, \tag{4.25}
\end{equation*}
$$

and that

$$
\begin{equation*}
\hat{n}_{q}=a_{q}^{+} a_{q} \tag{4.26}
\end{equation*}
$$

is the operator for the number of spin waves $q$.
The Heisenberg Hamiltonian is thus reduced to the free spin wave Hamiltonian

$$
\begin{equation*}
H_{0}=E_{0}+\sum_{q} \omega_{q} \hat{n}_{q} . \tag{4.27}
\end{equation*}
$$

Note that, comparing (4.25) with the exact commutation relations (1.5) of $S_{q}^{+}$and $S_{q}^{-}$, we must conclude that the operator has been approximated by its eigenvalue corresponding to the ground state $|0\rangle$ :

$$
\begin{equation*}
S_{q}^{z} \simeq-N S \delta_{q \cdot 0}^{k r} . \tag{4.28}
\end{equation*}
$$

Dyson's results go further than this simple approximation: he has shown that the first corrections to the lowest order model (4.27) appear as an interaction between spin waves, such that the Hamiltonian becomes

$$
\begin{equation*}
H_{D}=H_{D}+V_{D}, \tag{4.29}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{D}=\frac{1}{2 N} \sum_{p, q, r} \Phi(p, q, r) a_{q+p}^{+} a_{r-p}^{+} a_{r} a_{p} \tag{4.30}
\end{equation*}
$$

and

$$
\begin{align*}
\Phi(p, q, r) & =J(r-p)+J(q+p)-J(p)-J(r-p-q) \\
& \equiv \frac{1}{2 s}\left[\omega_{p}+\omega_{r-p-q}-\omega_{q+p}-\omega_{r-p}\right] \tag{4.31}
\end{align*}
$$

(see (4.11)). The low temperature expansion of the thermodynamic properties are correctly obtained from this Hamiltonian, a highly nontrivial result indeed, since it is defined in a Hilbert space which includes unphysical states.

### 4.2 Spin wave theory of the correlation functions

The free spin wave form of the correlation functions defined in (2.16) is easily obtained by evaluating the canonical average in the
basis of the approximate eigenvectors $\left|\left\{n_{q}\right\}\right\rangle$ with the eigenvalues

$$
\begin{equation*}
E_{\left\{n_{q}\right\}}=E_{0}+\sum_{q} w_{q} n_{q} . \tag{4.32}
\end{equation*}
$$

We first remark that (4.22) implies that $S_{7}^{\mathbf{z}}(t)$ (and hence $\Gamma_{f}^{2 z}(t)$ ) is time-independent. From (4.28), we then get:

$$
\begin{equation*}
\Gamma_{q}^{z z}(t)=N S^{2} \delta_{q, 0}^{k r} \tag{4.33}
\end{equation*}
$$

and, from (2.15),

$$
\begin{equation*}
S^{2 z}(q, \omega)=N S^{2} 2 \pi \delta(\omega) \delta_{q, 0}^{k r} ; \tag{4.34}
\end{equation*}
$$

this is just the forward elastic scattering contribution that we decided to separate out (see (2.23)), as it cannot be observed.

To calculate $\Gamma_{q}^{+-}$, we again start from the definition (2.15) and go over to creation and annihilation operators, using (4.17), (4.23) and (4.21), ie. (remember that $\left.\partial_{t} S_{f}^{+}(t)=i\left[H, S_{f}^{\dagger}(t)\right]\right)$

$$
\begin{equation*}
S_{q}^{+}(t)=e^{i \omega_{q} t} S_{q}^{+}=\sqrt{2 N S} e^{i \omega_{q} t} a_{q}^{+} \tag{4.35}
\end{equation*}
$$

We thus find at once:

$$
\begin{equation*}
\Gamma_{q}^{+-}(t)=2 S e^{i \omega_{q} t} f_{q} \tag{4.36}
\end{equation*}
$$

where $f_{q}$ is the well-known distribution function of the free Bose gas:

$$
\begin{equation*}
f_{q}=\left\langle a_{q}^{+} a_{q}\right\rangle=\frac{\sum_{n=0}^{\infty} n e^{-\beta \omega_{q} n}}{\sum_{n=0}^{\infty} e^{-\beta \omega_{q} n}}=\frac{1}{e^{\beta \omega_{q}}-1} . \tag{4.37}
\end{equation*}
$$

A similar calculation leads to

$$
\begin{align*}
\Gamma_{q}^{-+}(t) & =2 S e^{-i \omega_{q} t}\left(1+f_{q}\right) \\
& =2 S e^{-i \omega_{q} t} e^{\beta \omega_{q}} f_{q} . \tag{4.38}
\end{align*}
$$

Fourier transforming with respect to time, we arrive at the corresponding scattering spectral functions:

$$
\begin{align*}
S^{+-}(q, w) & =4 \pi S f_{q} \delta\left(w-w_{q}\right)  \tag{4.39}\\
S^{-+}(q, w) & =4 \pi S e^{p w_{q}} f_{q} \delta\left(w+w_{q}\right) . \tag{4.40}
\end{align*}
$$

The physical origin of the singular frequency dependence of these expressions is simply the fact that, at any given wavenumber $q$, the free spin wave system can only absorb or emit a quantum $\omega_{q}$, corresponding to the creation or annihilation of a spin wave. The expressions (1.39) and (4.40) are very useful, since they allow the dispersion relation for individual spin waves to be measured, at low temperatures, by neutron scattering techniques. Note that these expressions, in accordance with the detailed balance relation (3.4), exhibit a very strong temperature dependence. The contribution $S^{+-}(q, w)$ to the scattering spectrum, which corresponds to the annihilation of a spin wave, vanishes at low temperatures as the average number $f_{q}$ of spin waves with energy $\omega_{q}$ :

$$
\begin{equation*}
f_{q} \underset{\beta \rightarrow \infty}{\sim} e^{-\beta \omega_{q}}, \tag{4.41}
\end{equation*}
$$

whereas the contribution from the creation of a spin wave tends to a finite limit: $1+f_{q} \rightarrow 1$.

When the temperature is raised, the interactions between spin waves, as described by Dyson's Hamiltonian ((4.29)-(4.31)), will gradually become important. This will have two effects: the spin wave frequency will be renormalized and become temperature-dependent; moreover, the spin waves will acquire a finite lifetime, since they will no longer be exact eigenstates of the system. We therefore expet that, for example, the correlation function (4.36) will become

$$
\begin{equation*}
\Gamma_{q}^{+-}(t) \simeq e^{i \tilde{\omega}_{q} t-r_{q}|t|} \Gamma_{q}^{+-}(0), \tag{4.42}
\end{equation*}
$$

whence the singular delta behaviour of the spectrum (4.39) will be smoothed to a Lorentzian shape:

centered around the renormalized frequency and with a width proportional to the damping. The calculation of $\tilde{\omega}_{q}$ and $\gamma_{q}$ requires a careful analysis which we shall not go into; the physical meaning of the results is, however, easy to understand intuitively.

We may divide the Dyson Hamiltonian (4.29) into its diagonal and off-diagonal parts (in the free spin wave basis (4.20)); we write:

$$
\begin{equation*}
H_{D}=H^{d}+H^{0 . d} \tag{4.44}
\end{equation*}
$$

where

$$
\begin{equation*}
H^{d}=E_{0}+\sum_{q} w_{q} \hat{n}_{q}+\frac{1}{N} \sum_{q, r} \Phi(p=0, q, r) \hat{n}_{q} \hat{n}_{r}, \tag{4.45}
\end{equation*}
$$

$H^{\text {od }}$ being the off-diagonal part of $V_{D}$. The low temperature behaviour of $\tilde{\omega}_{q}$ turns out to be dominated by $H^{d}$; it may be obtained by taking the equilibrium average (over the free spin wave distribution) of the derivative of $H^{d}$ with respect to $\hat{n}_{\mathcal{q}}$ :

$$
\begin{align*}
w_{q} & =\left\langle\frac{\delta H^{d}}{\delta \hat{n}_{q}}\right\rangle \\
& =\left\langle w_{q}+\frac{2}{N} \sum_{r} \Phi(p=0, q, r) \hat{n}_{r}\right\rangle \\
& =w_{q}+\frac{2}{N} \sum_{r} \Phi(p=0, q, r) f_{r}, \tag{4.46}
\end{align*}
$$

where fr is the free boson distribution (4.37). Using the explicit expression (4.31) for the function $\mathbf{\Phi}$, one shows that the renormalized energy $\tilde{\omega}_{q}$ tends to the free spin wave value $\omega_{q}$, when $T \rightarrow 0$, as follows:

$$
\begin{equation*}
\tilde{w}_{q} \underset{T \rightarrow 0}{\sim} w_{q}\left[1-c\left(\frac{T}{T_{c}}\right)^{5 / 2}\right] \tag{4.47}
\end{equation*}
$$

where $c$ is a constant.
The damping is due to the off-diagonal part of the Dyson Hamiltonian and is given by

$$
\left.\begin{array}{rl}
\gamma_{q}= & \frac{1}{N^{2}} \sum_{p, r}[\Phi(p, q, r)]^{2} 2 \pi \delta\left(w_{q}+w_{r}-\omega_{r-p}-w_{q}+p\right) \\
& \times\left\{f_{r}\left(1+f_{r-p}\right)\left(1+f_{q-p}\right)-\left(1+f_{r}\right) f_{r-p} f_{q}+p\right. \tag{4.48}
\end{array}\right\}
$$

The physical meaning of this result is evident: the damping of a spin wave q is due to its (direct and inverse) scattering with another spin wave $r$, yielding two spin waves ( $\mathrm{r}-\mathrm{p}$ ) and ( $\mathrm{q}+\mathrm{p}$ ). The transition probability for this scattering is given, in the Born approximotion, by the "golden rule", weighted by temperature-dependent statistical factors. The analysis of the temperature and wavenumber dependence of $\boldsymbol{\gamma}_{\boldsymbol{q}}$ is a subtle problem, because of the presence of the singular delta function and because one has to consider different regimes, according to the relative values of $\omega_{f}$ and $k_{B} T$. In particular, when $w_{q} \ll k_{B} T \ll k_{B} T_{c}$, the damping is found to vanish as follows:

$$
\begin{equation*}
\gamma_{q}:: q^{4} T^{2} \ln \left(\frac{T}{T_{c}(q \delta)^{2}}\right) \tag{4.49}
\end{equation*}
$$

(..shall be used to denote proportionality.)

## V. HIGH TEMPERATURE THEORY

In the paramagnetic region ( $T \geqslant T_{c}$ ), we know (see section 3.4.1) that the information contained in the correlation tensor reduces to that in the single function

$$
\begin{equation*}
S(q, \omega)=\frac{1}{N} \sum_{a, b} e^{i \vec{q} \cdot\left(\vec{r}_{a}-\vec{r}_{b}\right)} \int_{-\infty}^{\infty} d t e^{-i \omega t}\left\langle S_{a}^{z}(t) S_{b}^{z}(0)\right\rangle . \tag{5.1}
\end{equation*}
$$

Moreover, it suffices to know the part of this function which is even in the frequency variable:

$$
\begin{equation*}
S^{+}(q, w)=\frac{1}{2}[S(q, w)+S(q,-w)] . \tag{5.2}
\end{equation*}
$$

Indeed, the detailed balance property (3.4), together with (3.8), implies: that $S^{+}(q, \omega)$ is related to the odd function

$$
\begin{equation*}
S^{-}(q, w)=\frac{1}{2}[S(q, w)-S(q,-w)], \tag{5.3}
\end{equation*}
$$

as follows:

$$
\begin{equation*}
S^{-}(q, \omega)=\frac{e^{-\beta \omega}-1}{e^{-\beta \omega}+1} S^{+}(q, \omega)=-\tanh \left(\frac{\beta \omega}{2}\right) S^{+}(q, \omega) . \tag{5.4}
\end{equation*}
$$

In the following, we shall therefore limit ourselves to the study of $S^{+}(q, \omega)$ and its Fourier transforms

$$
\begin{align*}
\Gamma_{q}^{+}(t) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \omega S^{+}(q, \omega) e^{i \omega t}  \tag{5.5}\\
\Gamma_{a b}^{+}(t) & =\frac{1}{N} \sum_{q} \Gamma_{q}^{+}(t) e^{-i \vec{q}^{-} \cdot\left(\vec{r}_{a}-\vec{r}_{b}\right)}, \tag{5.6}
\end{align*}
$$

which are real and even functions of the time (see (3.7)). We shall also find it convenient to define normalized functions $\tilde{\Gamma}_{a b}, \tilde{\Gamma}_{q}$ and S̃ by dividing $\Gamma_{a b}^{+}, \Gamma^{+}{ }_{q}$ and $S^{+}$by the equilibrium correlation function $\Gamma_{q}^{+}(t=0) \equiv \Gamma_{q}(t=0)$, so that

$$
\begin{equation*}
\tilde{\Gamma}_{q}(t)=\frac{\Gamma_{q}^{+}(t)}{\Gamma_{q}(t=0)} \tag{5.7}
\end{equation*}
$$

equals 1 at $t=0$.

The relation (5.4) shows that the even functions (5.2), (5.5) and (5.6) contain the essential information in most interesting situations, since the factor tanh $(\beta \omega / 2)$ tends to zero when $\omega \rightarrow 0$. Thus, when we are concerned with the low-frequency behaviour of $S(q, \omega)$, its odd part $S^{-}(q, w)$ becomes negligible.

We shall now consider the high-temperature limit ( $\beta \rightarrow 0$ ), where, at all frequencies, $S^{-}(q, \omega)=0$ and $\Gamma_{q}(t)$ and $\Gamma_{a b}(t)$ are real functions, even in the time variable.

When the temperature goes to infinity, the equilibrium correlation function is trivial to compute, since the interactions become negligible $(\exp (-\beta H) \rightarrow 1)$ and the spins become independent $:\left\langle S_{a}^{\alpha} S_{b}^{\beta}\right\rangle \rightarrow 0$ if $\mathrm{a} \neq \mathrm{b}$. From the definitions (2.15) and (2.19), we then find:

$$
\begin{equation*}
\Gamma_{q}(t=0) \xrightarrow[\beta \rightarrow 0]{ } \frac{1}{3 N} \sum_{a}\left\langle\vec{S}_{a}^{2}\right\rangle=\frac{S(s+1)}{3} . \tag{5.8}
\end{equation*}
$$

The time dependence of the correlation functions $\tilde{\boldsymbol{r}}_{\mathrm{q}}(\mathrm{t})$ remains, however, a nontrivial $\mathbb{N}$ - body problem, since the whole dynamics appears in the evolution of the Heisenberg spin operators (2.17).

The classical theory of the high-temperature behaviour of the dynamic correlation function, due to de $G$ ennes [7] , is based on the computation of the moments $\left\langle\omega^{2 n}\right\rangle_{q}$ of $\tilde{S}(q, \omega)$, defined as follows:

$$
\begin{equation*}
\left\langle w^{2 n}\right\rangle_{q}=\frac{\int_{-\infty}^{\infty} d w w^{2 n} \tilde{s}(q, w)}{\int_{-\infty}^{\infty} d w \widetilde{S}(q, w)} \tag{5.9}
\end{equation*}
$$

From (5.5) and (5.7), one readily sees that these moments are related to derivatives of $\tilde{\boldsymbol{\Gamma}}_{\mathrm{q}}(\mathrm{t})$ at $\mathrm{t}=0$ :

$$
\begin{equation*}
\left\langle w^{2 n}\right\rangle_{q}=\left.(-i)^{2 n} \frac{\partial^{2 n}}{\partial t^{2 n}} \widetilde{\Gamma}_{q}(t)\right|_{t=0} \tag{5.10}
\end{equation*}
$$

Hence, their knowledge gives us information about the short-time behaviour of $\widetilde{\Gamma}_{\mathrm{q}}(\mathrm{t})$ :

$$
\begin{equation*}
\tilde{\Gamma}_{q}(t)=1-\left\langle\omega^{2}\right\rangle_{q} \frac{t^{2}}{2!}+\left\langle\omega^{4}\right\rangle_{q} \frac{t^{4}}{4!} \cdots \tag{5.11}
\end{equation*}
$$

and, provided that this series expansion converges (or at least may be continued) on the whole real axis, the knowledge of $\Gamma_{q}(t)$ and hence $\tilde{S}(q, \omega)$.

Although the computational difficulties rapidly grow with $n$, the first few derivatives of

$$
\begin{equation*}
\tilde{\Gamma}_{q}(t)=\left\langle S_{q}^{z}(t) S_{-q}^{z}(0)\right\rangle /\left\langle S_{q}^{z} S_{-q}^{z}\right\rangle \tag{5.12}
\end{equation*}
$$

can be computed, at $t=0$, by making repeated use of the equation of motion of the operator $\overrightarrow{\mathrm{S}}_{\mathrm{q}}(t)$ :

$$
\begin{equation*}
\partial_{t} \vec{S}_{q}(t)=i\left[H, \vec{S}_{q}(t)\right] \tag{5.13}
\end{equation*}
$$

and the moments (5.10) take the form

$$
\begin{equation*}
\left\langle w^{2 n}\right\rangle_{q}=\frac{1}{\left\langle s_{q}^{z} S_{-q}^{z}\right\rangle}\left\langle\left[H,\left[H, \ldots,\left[H, s_{q}^{z}\right] \ldots\right] S_{-q}^{z}\right\rangle .\right. \tag{5.14}
\end{equation*}
$$

For example, the second moment is given by

$$
\begin{align*}
\left\langle w^{2}\right\rangle_{q} & =\left\langle\left[H,\left[H, S_{q}^{z}\right]\right] S_{-q}^{z}\right\rangle /\left\langle S_{q}^{7} S_{-q}^{z}\right\rangle \\
& =-\left\langle\left[H, S_{q}^{z}\right]\left[H, S_{-q}^{z}\right]\right\rangle /\left\langle S_{q}^{z} S_{-q}^{z}\right\rangle \tag{5.15}
\end{align*}
$$

(we used the cyclic invariance of the trace: Trace $\{A B C \ldots D\}=$ Trace $\{B C . . . D A\}=\ldots$ ). The commutators can of course be evaluated directly from (1.7) and (1.5):

$$
\begin{equation*}
\left[H, S_{q}^{z}\right]=\frac{1}{N} \sum_{q^{1}}\left[J\left(q^{\prime}\right)-J\left(q-q^{\prime}\right)\right] S_{q-q^{\prime}}^{+} S_{q^{\prime}}^{-} . \tag{5.16}
\end{equation*}
$$

The moments $\left\langle\omega^{2 n}\right\rangle_{q}$ are thus expressed in terms of equilibrium averages of products of $2(n+1)$ spin operators, averages which can (in principle) be evaluated exactly, since the spins become statistically independent at infinite temperature. For later use, let us note here that, when $g \rightarrow 0$, the equation of motion (5.13) and (5.16) takes the form of a conservation equation:

$$
\begin{equation*}
\partial_{t} S_{q}^{z} \underset{q \rightarrow 0}{\simeq} i \vec{q} \cdot \vec{j}_{z} \tag{5.17}
\end{equation*}
$$

where $\vec{j}_{z}$ is the spin (or magnetization) current:

$$
\begin{equation*}
\vec{j}_{z}=\frac{1}{N} \sum_{q^{\prime}}\left(\vec{\nabla}_{q^{\prime}} J\left(q^{\prime}\right)\right) S_{-q^{\prime}}^{+} S_{q^{\prime}}^{-} ; \tag{5.18}
\end{equation*}
$$

this clearly reflects the fact that $S_{q=0}^{Z}$ is an invariant of the motion.

De Genes computed the second and fourth moments and considered the two simple limiting situations of small and large wavenumbers (compared to the inverse of the lattice spacing $\delta$ ).
(i) $\quad \mathrm{q} \delta \longrightarrow \infty$ :

Here, it turns out that one has approximately

$$
\begin{equation*}
\left\langle\omega^{4}\right\rangle_{q \rightarrow \infty} \simeq 3\left\langle\omega^{2}\right\rangle_{q \rightarrow \infty}^{2} \tag{5.19}
\end{equation*}
$$

a relation which would be exact if $\tilde{S}(q, w)$ was a Gaussian function. De Gennes therefore proposed as a reasonable approximation for large values of the wavenumber $g$ :

$$
\begin{equation*}
\tilde{S}(q, \omega)=\sqrt{\frac{2 \pi}{\left\langle\omega^{2}\right\rangle_{q}}} e^{-\frac{\omega^{2}}{2\left\langle\omega^{2}\right\rangle_{q}}} ; \tag{5.20}
\end{equation*}
$$

this prediction turns out to be in good agreement with experiment. This is not too surprising, since large wavenumbers correspond to short distances, where the dynamics should take place over short times (of the order of $\mathrm{J}^{-1}$ ), for which the moment expansion (5.11) may be expected to converge rapidly.
(ii) $\quad \mathrm{g} \delta \rightarrow 0$ :

In this limit, corresponding to large distances (and hence long times), de Gennes postulated, following Van Hove, that the correlation function $\tilde{\Gamma}_{q}(t)$ should obey the (hydrodynamic) laws of macroscopic physics, describing the decay of a local fluctuation of the magnetization (or spin) density. Since the total spin is an invariant of the motion, the macroscopic magnetization density must obey a conservation equation:

$$
\begin{equation*}
\partial_{t} H(\vec{r}, t)=-\stackrel{\rightharpoonup}{\nabla} \cdot \stackrel{\rightharpoonup}{J}(\stackrel{\rightharpoonup}{r}, t) ; \tag{5.21}
\end{equation*}
$$

[^3]the thermodynamics of linear irreversible phenomena then predicts that the magnetization current density $\vec{J}$ should be proportional to the gradient of the local magnetic field, itself proportional to the magnetization density:
\[

$$
\begin{equation*}
\vec{J}(\vec{r}, t)=-\lambda \vec{\nabla} \mu(\vec{r}, t)=-\frac{\lambda}{\chi} \vec{\nabla} M(\vec{r}, t), \tag{5.22}
\end{equation*}
$$

\]

where $\lambda$ is an Onsager coefficient and $\mathcal{X}$, the magnetic susceptibility. We thus arrive at the diffusion equation

$$
\begin{equation*}
\partial_{t} M(\vec{r}, t)=D \nabla^{2} M(\vec{r}, t) \tag{5.23}
\end{equation*}
$$

with $\mathrm{D}=\boldsymbol{\lambda} / \boldsymbol{\chi}$. If this equation is supposed to be applicable to $\tilde{\Gamma}\left(\vec{r}=\vec{r}_{a}-\vec{r}_{b}, t\right) \equiv \tilde{\Gamma}_{a b}(t)^{*}$ (for large distances and long times), taking the space-Fourier transform ( $\vec{\nabla} \rightarrow-i \vec{q}$ ) leads us to conclude that $\tilde{\Gamma}_{q}(t)$ obeys the following equation:

$$
\begin{equation*}
\partial_{t} \tilde{\Gamma}_{q}(t) \underset{\substack{q \rightarrow 0 \\ t \rightarrow \infty}}{\simeq}-D q^{2} \tilde{\Gamma}_{q}(t) \tag{5.24}
\end{equation*}
$$

whence

$$
\begin{align*}
\widetilde{S}(q, \omega) & =2 \operatorname{Re} \int_{0}^{\infty} d t e^{-i \omega t} \tilde{\Gamma}_{q}(t) \\
& =2 \operatorname{Re} \frac{1}{i \omega+D q^{2}}  \tag{5.25}\\
& =\frac{2 D q^{2}}{\omega^{2}+\left(D q^{2}\right)^{2}} \tag{5.26}
\end{align*}
$$

(we took into account the fact that (5.24) is only valid for positive times and that $\tilde{\Gamma}_{\mathrm{g}}(\mathrm{t})$ is an ever function of t ).

If one tries to fit this Lorentzian form to the known moments of

[^4]$\tilde{S}(q, \omega)$, one runs into the (meaningful) difficulty that all moments of this function diverge (except for $n=0$ ). De Gennes therefore decided to use (5.26) for frequencies $\boldsymbol{\omega}$ smaller, in absolute value, than a cut-off $\omega_{c}$ and to put it equal to zero for $|\omega|>\omega_{c}$. The two parameters $D$ and $\omega_{c}$ can then be fitted to the exact (second and fourth) moments, which yields:
\[

$$
\begin{align*}
& D q^{2}=\frac{\pi}{2 \sqrt{3}}\left(\frac{\left\langle\omega^{2}\right\rangle_{q}^{3}}{\left\langle\omega^{4}\right\rangle q}\right)^{1 / 2}:: J(q \delta)^{2}  \tag{5.27}\\
& \omega_{c}=\left(\frac{3\left\langle\omega^{4}\right\rangle q}{\left\langle\omega^{2}\right\rangle q}\right)^{1 / 2}:: J
\end{align*}
$$
\]

for a cubic lattice with nearest-neighbour interactions $J$.
It can be shown that all moments are proportional to $q^{2}$, when $\mathrm{q} \rightarrow 0$, which supports the diffusion hypothesis (5.26). It is clear, however, that one cannot be satisfied with this moment fitting procedure, since no reliable information can be obtained from the short time expansion (5.11), concerning the (asymptotic) long time behaviour of the correlation function. More sophisticated theories have therefore been developed recently in order to justify, on a microscopic basis, the heuristic (gaussian and lorentzian) assumptions inherently necessary in the moment method, and also to furnish general methods for calculating the shape and width of the scattering function $\tilde{S}(q, \omega)$ in all interesting regions.

This problem has been approached from different points of view. In particulsr, Résibois and the author [8] derived a kinetic equation for $\tilde{\Gamma}_{g}(t)$, valid in the whole paramagnetic region ( $T \geqslant T_{c}$ ), through a perturbation expansion and resummation technique, in the limit of long range exchange forces, thus generalizing, to time-dependent correlation functions, the molecular field (or Weiss) theory of magnets. With a different and more compact method, Kawasaki [9] arrived at the same result. Although the equilibrium Weiss theory is extremely simple (as we shall see in the following section, where we shall come back to the limitations of our long range force theory), its non-equilibrium generalization is far from trivial. We shall, therefore, avoid the rather involved techniques leading to these results and rather try to show how one can arrive at them by intuitive physical reasoning.

Let us first remark that (5.25) suggests that it is interesting
to write the Laplace transform of $\Gamma_{\mathrm{g}}^{2}(\mathrm{t})$,

$$
\begin{equation*}
\bar{S}(q, \omega)=\int_{0}^{\infty} d t e^{-i \omega t} \tilde{\Gamma}_{q}(t), \tag{5.28}
\end{equation*}
$$

in the following way:

$$
\begin{equation*}
\bar{S}(q, w)=\frac{1}{i w+G_{q}(w)}, \tag{5.29}
\end{equation*}
$$

since the function $G_{q}(\omega)$ thus defined is expected to have a simpler behaviour than $\vec{S}(q, w)$ (or $\vec{S}(q, w)=2 \operatorname{Re} \bar{S}(q, w)$ ) itself; in particular, if the diffusion assumption (5.26) is correct, $G_{q}(\omega)$ must in the "hydrodynamic" limit where $\omega \rightarrow 0$ and $g \rightarrow 0$, with $\omega / q^{2}$ finite, tend to the (real) limit


Eq. (5.29) is the Laplace transform equivalent of the non-markoffian kinetic equation

$$
\begin{equation*}
\partial_{t} \tilde{\Gamma}_{q}(t)=-\int_{0}^{t} d t^{\prime} \tilde{G}_{q}\left(t^{\prime}\right) \tilde{\Gamma}_{q}\left(t-t^{\prime}\right) \tag{5.31}
\end{equation*}
$$

with the initial condition $\tilde{\Gamma}_{q}(t=0)=1$ and with

$$
\begin{equation*}
G_{q}(\omega)=\int_{0}^{\infty} d t e^{-i \omega t} \tilde{G}_{q}(t) \tag{5.32}
\end{equation*}
$$

Of course, writing (5.29) or (5.31) merely amounts to a definition of the functions $\tilde{G}_{g}(\omega)$ and $\tilde{G}_{g}(t)$; to go any further, one needs to establish independent rules to evaluate them.

This is the result obtained by Résibois and the author, and by Kanawasaki: they showed that the kernel $\widetilde{G}_{q}(t)$ can be expressed in terms of the correlation function $\tilde{\Gamma}_{q}(t)$ itself, in such a way that (5.31) becomes a closed, but nonlinear, kinetic equation for $\tilde{\Gamma}_{\mathrm{q}}(t)$. More precisely, $\tilde{G}_{q}$ is given by an infinite series of successive approximations:

$$
\begin{equation*}
\tilde{G}_{q}\left(t \mid\left\{\tilde{\Gamma}_{q}\right\}\right)=\tilde{G}_{q}^{(2)}+\tilde{G}_{q}^{(4)}+\cdots, \tag{5.33}
\end{equation*}
$$

where, for example,

$$
\tilde{G}_{q}^{(2)}=\frac{4 s(s+1)}{3 N} \sum_{q^{\prime}} \frac{r_{q-q^{\prime}} \gamma_{q^{\prime}}}{\Gamma_{q}}\left[J\left(q^{\prime}\right)-J\left(q-q^{\prime}\right)\right]^{2} \tilde{\Gamma}_{q-q^{\prime}}(t) \tilde{\Gamma}_{q^{\prime}}(t)
$$

In this expression, we introduced

$$
\begin{equation*}
r_{q}=\frac{3\left\langle S_{q}^{z} S_{-q}^{z}\right\rangle}{N S(s+1)} \tag{5.35}
\end{equation*}
$$

which goes to 1 when $\mathbb{T} \rightarrow \infty$ (see (5.8)).
To clarify the physical meaning of these results, we first have to show that, if the diffusion assumption, (5.24) - (5.26), is correct, then the diffusion coefficient is given by a "Kobo formula" [10] :

$$
\begin{equation*}
D=\frac{1}{N S(S+1) r_{q=0}} \int_{0}^{\infty} d t\left\langle\vec{j}_{z}(t) \cdot \vec{j}_{z}(0)\right\rangle \tag{5.36}
\end{equation*}
$$

where $\vec{j}_{z}$ is the magnetization current defined in (5.18). Indeed, from (5.26), we must conclude that

$$
\begin{equation*}
D=\lim _{\omega \rightarrow 0} \lim _{q \rightarrow 0} \frac{\omega^{2}}{q^{2}} \operatorname{Re} \int_{0}^{\infty} d t e^{-i \omega t} \tilde{\Gamma}_{q}(t) \tag{5.37}
\end{equation*}
$$

(note the order of the limits). Integrating twice by parts, we have:

$$
\int_{0}^{\infty} d t e^{-i \omega t} \tilde{\Gamma}_{q}(t)=-\left.\frac{e^{-i \omega t}}{i \omega} \tilde{\Gamma}_{q}(t)\right|_{0} ^{\infty}+\left.\frac{e^{-i \omega t}}{\omega^{2}} \partial_{t} \tilde{\Gamma}_{q}(t)\right|_{0} ^{\infty}
$$

$$
\begin{equation*}
-\frac{1}{\omega^{2}} \int_{0}^{\infty} d t e^{-i \omega t} \partial_{t}^{2} \tilde{\Gamma}_{\psi}(t) \tag{5.38}
\end{equation*}
$$

The two first terms disappear, because (a) $\tilde{\boldsymbol{\Gamma}}_{g}(t)$ and its derivative vanish when $t \rightarrow \infty$, (b) the first term is imaginary and does not contribute to (5.37) and (c) $\left.\partial_{\mathrm{t}} \tilde{\Gamma}_{\mathrm{q}}\right|_{\mathrm{t}=0}$ is zero since $\tilde{\Gamma}_{\mathrm{q}}(\mathrm{t})$ is an even function of $t$. We are thus left with

$$
\begin{align*}
D & =-\lim _{\omega \rightarrow 0} \lim _{q \rightarrow 0} \frac{1}{q^{2}} \operatorname{Re} \int_{0}^{\infty} d t e^{-i \omega t} \partial_{t}^{z} \tilde{\Gamma}_{q}(t) \\
& =-\lim _{\omega \rightarrow 0} \lim _{q \rightarrow 0} \frac{3}{N S(s+1) r_{q} q^{2}} \operatorname{Re} \int_{0}^{\infty} d t e^{-i \omega t}\left\langle\partial_{t}^{2} S_{q}^{z}(t) S_{-q}^{z}(0)\right\rangle \tag{5.39}
\end{align*}
$$

(see (5.12) and (5.35)). But, through (5.13),

$$
\begin{gather*}
\left\langle\partial_{t}^{2} S_{q}^{z}(t) S_{-q}^{z}(0)\right\rangle=-\left\langle\left[H,\left[H, S_{q}^{z}(t)\right]\right] S_{-q}^{z}(0)\right\rangle \\
=\left\langle\left[H, S_{q}^{z}(t)\right]\left[H, S_{-q}^{z}(0)\right]\right\rangle, \tag{5.40}
\end{gather*}
$$

by the cyclic invariance of the trace, and when $q \rightarrow 0$, this average tends to (see (5.17), (5.18))

$$
\begin{equation*}
-\vec{q} \cdot\left\langle\vec{j}_{z}(t) \vec{j}_{z}(0)\right\rangle \cdot \vec{q} \equiv-\frac{q^{2}}{3}\left\langle\vec{j}_{z}(t) \cdot \vec{j}_{z}(0)\right\rangle \tag{5.41}
\end{equation*}
$$

if, as everywhere, we suppose the lattice symmetry to lead to an isotropic diffusion coefficient. Substituting (5.40) and (5.41) into (5.39) and taking the double limit $q \rightarrow 0$ and $\omega \rightarrow 0$ (which exists if the diffusion assumption is correct), we immediately arrive at (5.36). The transport coefficient $D$ is thus expressed as the time integral of a "Green-Kubo integrand", which is as usual the autocorrelation function of the current $\vec{j}_{z}$ associated with the conserved quantity $\quad S_{q \rightarrow 0}^{2}$.

Of course, the interest of this exact result is essentially formale, since the evaluation of the correlation function in (5.36) still involves an $N$-body problem as difficult as that of $\tilde{n}_{q}(t)$ itself. We shall now show that a simple decoupling (or random phase) approximotion, applied to

$$
\begin{gather*}
\left\langle\vec{j}_{z}(t) \cdot \vec{j}_{z}(0)\right\rangle=\frac{1}{N^{2}} \sum_{q^{\prime}, q^{\prime \prime}}\left(\vec{\nabla}_{q^{\prime}} J\left(q^{\prime}\right) \cdot \vec{\nabla}_{q^{\prime \prime}} J\left(q^{\prime \prime}\right)\right) \\
\quad\left\langle S_{-q^{\prime}}^{+}(t) S_{q^{\prime}}^{-}(t) S_{-q^{\prime \prime}}^{+}(0) S_{q^{\prime \prime}}^{-}(0)\right\rangle \tag{5.42}
\end{gather*}
$$

leads to on expression of the diffusion coefficient, which is consistent with the first approximation (5.34) of the kernel of the kinetic equation (2.31). We write

$$
\begin{align*}
& \left\langle S_{-q^{\prime}}^{+}(t) S_{q^{\prime}}^{-}(t) S_{-q^{\prime \prime}}^{+}(0) S_{q^{\prime \prime}}^{-}(0)\right\rangle \simeq \\
& \quad\left\langle S_{-q^{\prime}}^{+}(t) S_{q^{\prime}}^{-}(t)\right\rangle\left\langle S_{-q^{\prime \prime}}^{+}(0) S_{q^{\prime \prime}}^{-}(0)\right\rangle \\
& \quad+\left\langle S_{-q^{\prime}}^{+}(t) S_{q^{\prime \prime}}^{-}(0)\right\rangle\left\langle S_{q^{\prime}}^{-}(t) S_{-q^{\prime \prime}}^{+}(0)\right\rangle . \tag{5.43}
\end{align*}
$$

The first term does not contribute to (5.42), since

$$
\begin{equation*}
\sum_{q^{\prime \prime}}\left(\stackrel{\rightharpoonup}{\nabla}_{q^{\prime \prime}} J\left(q^{\prime \prime}\right)\right) \Gamma_{q^{\prime \prime}}^{+-}(0)=0 \tag{5.44}
\end{equation*}
$$

by symmetry: $J\left(q^{\prime \prime}\right)$ and $\Gamma_{q^{\prime \prime}}^{+-}$are even functions of the wavenumber. For the second term, we note that, by the lattice translational symmetry,

$$
\begin{array}{r}
\left\langle S_{-q^{\prime}}^{+}(t) S_{q^{\prime \prime}}^{-}(0)\right\rangle=\delta_{q^{\prime} \cdot q^{\prime \prime}}^{k r} \Pi_{q^{\prime}}^{+-}(t) \\
\equiv \delta_{q^{\prime} \cdot q^{\prime \prime}}^{k r} \frac{2 N S(s+1)}{3} \gamma_{q^{\prime}} \tilde{\Gamma}_{q^{\prime}}(t) \tag{5.45}
\end{array}
$$

(see (3.12), (5.12) and (5.35)), the same result holding for $\left\langle s_{q}^{-}\right.$, (t) $\left.S_{-q "}^{+}(0)\right\rangle$. Collecting these results, we arrive at the following approximation for the diffusion coefficient:

$$
\begin{gather*}
D \simeq D^{(2)}=\frac{4 s(s+1)}{9 r_{q^{\prime}=0}} \int_{0}^{\infty} d t \frac{1}{N} \sum_{q^{\prime}}\left|\vec{q}_{q^{\prime}} J\left(q^{\prime}\right)\right|^{2} \\
r_{q^{\prime}}^{2} \tilde{\Gamma}_{q^{\prime}}(t)^{2} . \tag{5.46}
\end{gather*}
$$

It is now easy to verify that the limit (5.30), with the approximation (5.34) for $\tilde{G}_{\mathrm{G}}(t)$, leads to exactly the same result, ie.

$$
\begin{align*}
D^{(2)} & =\lim _{\substack{q \rightarrow 0 \\
w \rightarrow 0}} \frac{1}{q^{2}} G_{q}^{(2)}(\omega) \\
& \equiv \lim _{q \rightarrow 0} \frac{1}{q^{2}} \int_{0}^{\infty} d t \tilde{G}_{q}^{(2)}(t), \tag{5.47}
\end{align*}
$$

if we expand, in $\tilde{G}_{\mathrm{q}}^{(2)}$,

$$
\begin{equation*}
J\left(q^{\prime}\right)-J\left(q-q^{\prime}\right) \simeq \vec{q} \cdot \vec{\nabla}_{q^{\prime}} J\left(q^{\prime}\right) \tag{5.48}
\end{equation*}
$$

and make the same isotropy assumption as in (5.41).
The mechanism by which the non-markoffian kinetic equation (5.31) tends to the markoffian diffusion equation (5.24), is then the following: When $q \rightarrow 0$, the kernel $\widetilde{G}_{q}(t)$ tends to the form $q^{2} f(t)$, where $f(t)$ decays over a q-independent time scale. The correlation function $\tilde{\Gamma}_{g}(t)$, on the contrary, becomes a very slowly decaying function (with a time scale $\tau_{q}:$ : $q^{-2}$ ), since $\partial_{t} \tilde{\Gamma}_{q}: q^{2}$. For times $t \rightarrow \infty$ (of the order of $\boldsymbol{\tau}_{q}$ ), we may then approximate (5.31) by the asymptotic form:

$$
\begin{equation*}
\partial_{t} \tilde{\Gamma}_{q}(t) \simeq-\left(\int_{0}^{\infty} d t^{\prime} \tilde{G}_{q}\left(t^{\prime} \mid\left\{\tilde{\Gamma}_{q^{\prime}}\right\}\right)\right) \tilde{\Gamma}_{q}(t) \tag{5.49}
\end{equation*}
$$

i.e. a diffusion equation, with the definition (5.30) for D.

Note that this argument can only be valid if, in the small wavenumber and low frequency limit, the behaviour of the kernel $\tilde{\sim} G_{q}(\boldsymbol{\omega})$ (which depends nonlinearly on the correlation functions $\tilde{\Gamma}_{\mathrm{g}}{ }^{\text {, }}$ themselves; is not dominated by the contributions of these functions for
$q^{\circ} \simeq q$. As we shall see, it is the failure of this assumption near $T_{c}$ which leads to the singular critical phenomena. Outside of the vicinity of the critical region, the assumption is correct, but one should not conclude that (5.49) is, in any sense, the leading term of an analytic expansion. All one can safely say is that the difffusion equation becomes exact in the limit $q \rightarrow 0, t \rightarrow \infty$, with $q^{2} t$ finite, i.e. that $G_{q}(\omega) / q^{2}$ has a finite limit when $\omega \rightarrow 0$ and $q \rightarrow 0$. However, it has a singularity at $\boldsymbol{\omega}=0, q=0$ and cannot be expanded straightforwardly around this point. This is an example of the now classical phenomenon of the "long tails" of Green-Kubo integrands 11 which, as we shall see in the following section, may be considered precursors of the critical singularities.

We shall not examine this problem in detail, but simply show, on the example of $G_{q}^{(2)}$ and at infinite temperature (where $\gamma_{q}=1$ ), that the contribution to $\widetilde{G}_{q}^{(2)}(t) / q^{2}$ coming from values of $q^{\prime} \simeq q$, tend to zero as $t^{-5 / 2}{ }^{q}$ (or $q^{5}$ ) in the hydrodynamic limit, this nonanalytic behaviour implying of course that $G_{q}^{(2)}(\boldsymbol{\omega}) / q^{2}$ is singular at the point $\omega=0, q=0$. To this aim, we separate the sum over $q^{\prime}$ in (5.34) into two parts, by writing

$$
\begin{equation*}
\tilde{G}_{q}^{(2)}=\tilde{G}_{q>}^{(2)}+\tilde{G}_{q<}^{(2)} \tag{5.50}
\end{equation*}
$$

where $G_{q}^{(2)}$ contains the terms with $q^{\prime}>q_{o}$ and $G_{q}^{(2)}$, those with $q^{\prime}<q_{0}, q_{0}$ being a cutoff wavenumber such that $q \ll q_{0} \ll B \quad B$ represents the Brillouin zone edge); this condition can always be satisfied when $q \rightarrow 0$. For $\widetilde{G}_{q}^{(2)}$, we may proceed as before (see (5.48) )and we find:

$$
\begin{equation*}
\frac{\left.\tilde{G}_{q}^{(2)}\right\rangle}{q^{2}} \underset{q \rightarrow 0}{ } \frac{4 s(s+1)}{g N} \sum_{q^{\prime}>q_{0}}\left|\vec{\nabla}_{q^{\prime}} J\left(q^{\prime}\right)\right|^{2} \tilde{\Gamma}_{q^{\prime}}(t)^{2}, \tag{5.51}
\end{equation*}
$$

in accordance with (5.46) - (5.47). There is no reason to expect this expression to have a non-analytic behaviour for long times: for finite values of $q^{\prime}>q_{0}, \quad \tilde{\Gamma}_{q}(t)$ may be assumed to be bounded by an exponential $A \exp (-\alpha t)$. In $\tilde{G}_{\mathrm{q}}^{(2)}$, however, problems might arise when $q^{\prime} \simeq q$, since in the hydrodynamic limit, $\tilde{\Gamma}_{q^{\prime} \simeq q}$ is expected to behave as $\exp \left[-\mathrm{Dq}^{\prime 2} t\right]$. Expanding $J\left(q^{\prime}\right)$ and $\xlongequal{q}\left(q-q^{\prime}\right)$ for $q$ and $q^{\prime}$ small (see (1.25) )and going to the limit of an infinite system, where

$$
\begin{equation*}
\frac{1}{N} \sum_{q^{\prime}} \longrightarrow \frac{1}{\Delta} \int d^{3} q^{\prime} \tag{5.52}
\end{equation*}
$$

( $\Delta$ is the volume of the Brillouin zone), we arrive at the following guess for $G_{q}^{(2)}$ :

$$
\begin{gather*}
\tilde{G}_{q<}^{(2)} \simeq \frac{4 s(s+1)}{3 \Delta}[\alpha J(0)]^{2} \int_{q^{\prime}\left(c q_{0}\right.} d^{3} q^{\prime}\left[\left|\vec{q}-\overrightarrow{q^{\prime}}\right|^{2}-\vec{q}^{\prime 2}\right]^{2} \\
e^{-D\left[\left|\vec{q}-\overrightarrow{q^{\prime}}\right|^{2}+\vec{q}^{\prime 2}\right] t} . \tag{5.53}
\end{gather*}
$$

We then introduce dimensionless variables $\vec{y}=\vec{q}^{\prime} / q$ and $\quad \tau=D q^{2} t$ and find:

$$
\begin{gather*}
\frac{\tilde{G}_{q<}^{(2)}}{q^{2}} \simeq \frac{4 s(s+1)}{3 \Delta}[\alpha J(0)]^{2} q^{s} \int_{y<\frac{40}{q} \rightarrow \infty} \int_{3}^{3}\left[\vec{n}-\left.\vec{y}\right|^{2}-y^{2}\right]^{2} \\
e^{-\left[|\vec{n}-\vec{y}|^{2}+y^{2}\right] \tau} . \tag{5.54}
\end{gather*}
$$

When $q \rightarrow 0$ and $t \rightarrow \infty$, with $\tau=D g^{2} t$ finite, this contribution to the Green-Kubo integrand vanishes like $q^{5}$ or $t^{-5 / 2}$. It is thus found to be negligible, which justifies (5.46): even if this $t^{-5 / 2}$ "long tail" behaviour is taken seriously, the integral (5.47) converges But the corrections to (5.51) are nonanalytic when $t \rightarrow \infty$, and the same is expected for $G_{q}^{(2)}(\omega) / q^{2}$ near $\omega=0$ and $q=0$.

Corning back to the general kinetic equation (5.31) and (5.33), we see that it allows, in principle, to calculate the correlation function in all domains of $q$ and $t$ values. Such explicit calculations are of course very difficult, since the kernel is given by an infinite series of successive approximations, each of which is a nonlinear functional of the correlation function itself. Computations have been made, which justify de Genes' qualitative predictions and lead to numerical results of the same order of magnitude.
VI. THE CRITICAL REGION

Remarkable phenomena occur when one approaches the critical temperature. Fluctuations at long wavelengths become more and more impportant; in particular, the equilibrium correlation function $\Gamma_{q}(t=0)$ diverges at $q=0$. Before describing the dynamical aspects of these phenomena, it is necessary that we briefly recall the classical molecular field (of Weiss) theory of these equilibrium fluctuations 12 In this theory, every spin is treated as if it were submitted to the average field due to the others. It is easy to understand that this approximation becomes rigorous in the limit of long range forces, ie. if one considers that every spin has a constant interaction $J$ with $z$ neighbours and one goes to the limit $z \rightarrow \infty$ and $J \rightarrow 0$, keeping $z J$ finite (we shall. see that $k_{B} T_{c}$ is proportional to $z J$ ).

In this approximation, let us calculate the correlation function (5.35) for $T \geqslant T_{c}$. To simplify the argument, we consider the case of spins $S=\frac{1}{2}$, but the result turns out to be general. We first remark that the isotropy of the system implies that

$$
\begin{equation*}
\gamma_{a b}=\frac{3\left\langle S_{a}^{z} S_{b}^{z}\right\rangle}{S(S+1)}=4\left\langle S_{a}^{z} S_{b}^{z}\right\rangle \tag{6.1}
\end{equation*}
$$

may be calculated, for $a \neq b$, in the localized spin basis (4.2), as the average of $S_{b}{ }^{Z}$ over the partial canonical ensemble where $S_{a}{ }^{Z}$ is fixed, say up $\left(S_{a}{ }^{Z}=+\frac{1}{2}\right)$ :

$$
\begin{equation*}
\left.\gamma_{a b}=2<S_{b}^{z}\right\rangle_{a} v p \tag{6.2}
\end{equation*}
$$

Now, a spin $\stackrel{\rightharpoonup}{S}$ in a magnetic field $\overrightarrow{\neq}$ is described by a Hamiltonian $H=-\overrightarrow{\mathscr{H}}_{0} \cdot \vec{S}$, where $\overrightarrow{\mathscr{H}}_{0}=g|\in| \hbar(2 \mathrm{mc})^{-1} \vec{X}, g$ being the Landed factor, equal to 2 for an electron. We can then say that, in the Heisenberg model (1.1), a spin b feels a "field" due to its neighbours, equal to

$$
\begin{equation*}
\overrightarrow{\mathscr{H}}_{b}=2 J_{a b} \vec{S}_{a}+2 \sum_{c(\neq a)} J_{c b} \vec{S}_{c} \tag{6.3}
\end{equation*}
$$

(we have separated the term corresponding to the spin a which we fix up). The molecular field approximation then consists in evaluating (6.2) as if the spin $b$ were in the average field

$$
\begin{equation*}
\overrightarrow{\mathscr{H}}_{b} \simeq\left\langle\overrightarrow{\mathscr{H}}_{b}\right\rangle_{a u p}=\left[J_{a b}+\sum_{c(\neq a)} J_{c b} \gamma_{a c}\right] \overrightarrow{1}_{z} \tag{6.4}
\end{equation*}
$$

We then have:

$$
\begin{aligned}
T_{a b} & \simeq 2 \frac{\operatorname{trace}\left\{s_{s}^{z_{s}} e^{\beta \mathcal{H}_{b} S z_{s}}\right\}}{\operatorname{trace}\left\{e^{\beta \mathcal{H}_{s} s z_{b}}\right\}} \\
& =\frac{e^{\beta X_{b} / 2}-e^{-\beta \mathcal{H}_{b} / 2}}{e^{\beta x_{b} / 2}+e^{-\beta x_{b} / 2}} \\
& =\tanh \left(\beta H_{b} / 2\right)
\end{aligned}
$$

But, to be consistent, we should only retain, from this result, the leading term in its expansion in powers of $(1 / z)$. For $k_{B} T \geqslant k_{B} T_{c}: z J$, one has

$$
\begin{equation*}
\beta \Re_{b}<\frac{J}{k_{B} T_{c}}=0\left(\frac{1}{z}\right) \tag{6.6}
\end{equation*}
$$

 about the exclusion $c \neq a$ in (6.4), whence

$$
\begin{equation*}
\gamma_{a b}=\beta J_{a b} / 2+\sum_{c} \gamma_{a c} \beta J_{c b} / 2 \tag{6.7}
\end{equation*}
$$

This equation is easily solved by a Fourier transformation and one finds

$$
\begin{equation*}
\bar{\gamma}_{q}=\sum_{b(\neq a)} \gamma_{a b} e^{i \vec{q} \cdot\left(\vec{r}_{a}-\vec{r}_{b}\right)}=\frac{\beta J(q) / 2}{1-\beta J(q) / 2} \tag{6.8}
\end{equation*}
$$

The complete Fourier transform (5.35) is then obtained by adding the missing term $\gamma_{\text {aa }}=4\left\langle\left(\mathrm{~S}_{\mathrm{a}}^{\mathrm{z}}\right)^{2}\right\rangle=1 ;$ the result is

$$
\begin{equation*}
Y_{q}=\frac{1}{1-\beta J(q) / 2} \tag{6.9}
\end{equation*}
$$

For a ferromagnet, the maximum value of $J(q)$ occurs at $q=0$. We then see that, when the temperature is lowered from $T=\infty$ (where $\gamma_{q}=1$ ), $\gamma_{q}$ remains finite until we reach a temperature $T_{c}=T(0) /\left(2 k_{B}\right)$, where $r_{q=0}$ diverges, indicating the appearance of long range order. Below
$T_{c}$, (6.9) must of course be modified. In the critical region, i.e. when $q \rightarrow 0$ and $T \rightarrow T c$, we may expand (6.9) to the lowest order in $q^{2}$ and $\epsilon=(\mathrm{T}-\mathrm{Tc}) / \mathrm{Tc}$ (see (1.25)) and obtain

$$
\begin{equation*}
r_{q} \underset{\substack{q \rightarrow 0 \\ T \rightarrow T_{c}}}{\simeq} \frac{1}{\alpha\left(q^{2}+x^{2}\right)}, \tag{6.10}
\end{equation*}
$$

where $x$ is the inverse of a "correlation length"

$$
\begin{equation*}
\xi=r^{-1}=\sqrt{\alpha T_{c}} \epsilon^{-1 / 2} . \tag{6.11}
\end{equation*}
$$

The Fourier transform of (6.10) gives the asymptotic form of the correlation function $\gamma \mathrm{ab}$ for large distances $\left|\vec{r}_{a}-\vec{r} b\right|:$

the range of which diverges at $T_{c}$. This result is the equivalent, for the Heisenberg model, of the Ornstein - Zernicke theory of the critical opalescence in classical fluids.

It is now well known that the molecular field theories (Weiss theory for magnets, Van der Waals theory for fluids...) do not correctly describe the critical phenomena. They can only be expected to apply to a "precritical" region, where ( $T-T c) / T c \gg l / z$ (if $T c$ is taken at its molecular field value). The reason for their failure is clear: the critical phenomena appear when the macroscopic properties of the system become dominated by the fliactuations at very long wavelengths (of the order of $\xi$ ), i.e. when $\xi$ becomes much larger than any molecular characteristic length of the problem, such as the range of the interparticle interaction. But the molecular field theories only becomes rigorous when this range is infinite, and taking this limit first evidently forbids going into the true critical region.

Modern theories of critical phenomena [13] try to describe the "critical exponents", which characterize the singular behaviour of the various thermodynamic quantities, and predict:
(i) That these exponents are largely universal, i.e. independent of the details of the microscopic interactions and only sensitive to
general features of the system (dimensionality, symmetries, ...). (ii) That they are related by simple algebraic relations, known as "scaling laws", in such a way that only two of them are independent. These predictions are well verified experimentally and their theoretical justification has been considerably clarified recently, through the remarkable work of Wilson and others [14]. Methods for calculating the critical exponents from first principles have even been developed for particular models.

Going into these problems would lead us far outside the scope of these lectures. We shall therefore limit ourselves to stating what the scaling hypothesis says about the static correlation function $\gamma_{q}$, namely that in the critical region, i.e. when $q$ and $\mathcal{x}$ go to zero, Yq becomes a homogeneous function of these variables

$$
\begin{equation*}
\gamma_{q} \underset{\substack{q \rightarrow 0 \\ r \rightarrow 0}}{\simeq} \frac{1}{q^{2-\eta}} f\left(\frac{x}{q}\right) \tag{6.13}
\end{equation*}
$$

(in three dimensions). Note that (6.10) is of this form, with the critical exponent $\eta_{0}=0$. Experimentally, $\eta$ is found to be small ( $n \leqslant 0.1$ ), hence (6.10) is not far from the truth; but the dependence of $x$ on the temperature is very different from the molecular field prediction: if one expresses the divergence of $\xi=x^{-1}$ as

$$
\begin{equation*}
\xi:: \epsilon^{-\nu} \tag{6.14}
\end{equation*}
$$

the critical exponent $\nu$ is found to be about 0.7 , instead of $1 / 2$, as in (6.11).

We are now ready to leave equilibrium and consider the dynamic. correlation function $\tilde{\tilde{N}_{q}}(t)$. De Gennes has applied the moment method to this problem [7,8]. Of course, even an approximate evaluation of the moments (5.14) is extremely difficult at finite temperature, but one can show that only the denominator

$$
\begin{equation*}
\left\langle S_{q}^{z} S_{-q}^{z}\right\rangle=\frac{N S(S+1)}{3} r_{q} \tag{6.15}
\end{equation*}
$$

has a singular behaviour near the critical point. The reason for this is that the average in the numerator involves spins which are interacting (because of the commutators with $H$ ) and hence equilibrium
correlations at finite distances (of the order of a few interaction ranges), which have no critical behaviour. It is then reasonable to write, as a qualitative approximation,

$$
\begin{equation*}
\left\langle w^{2 n}\right\rangle_{q, T} \simeq \frac{1}{r_{q}}\left\langle\omega^{2 n}\right\rangle_{q, T=\infty} . \tag{6.16}
\end{equation*}
$$

Generalizing the diffusion assumption (5.21) - (5.24) to allow for a q-dependent diffusion constant, ie. writing

$$
\begin{equation*}
\partial_{t} \tilde{\Gamma}_{q}(t) \simeq-D_{q} q^{2} \tilde{\Gamma}_{q}(t) \tag{6.17}
\end{equation*}
$$

with

$$
\begin{equation*}
D_{q}=\frac{\lambda}{x_{q}}, \tag{6.18}
\end{equation*}
$$

where $\mathcal{X}_{\mathrm{q}}$ is the static susceptibility at wavenumber q , de Genes coneluded that (see (5.27)) $D_{q}$ should behave as follows:

$$
\begin{equation*}
D_{q}(T) \simeq \frac{D(T=\infty)}{r_{q}} \tag{6.19}
\end{equation*}
$$

Near the critical point, with the molecular field approximation (6.10)(6.11) for $\gamma_{q}$, this theory thus predicts that $\widetilde{S}(q, \omega)$, and hence the neutron scattering spectrum, should have a Lorentzian shape (see 15.26)) with a width

$$
\begin{align*}
& \quad \omega_{k}(q) \equiv q^{2} D_{q}(r e):: q^{2}\left(q^{2}+r^{2}\right),  \tag{6.20}\\
& \text { i.e., at } T=T_{e},
\end{align*}
$$

$$
\begin{equation*}
\omega_{x=0}(q):: q^{4} \tag{6.21}
\end{equation*}
$$

and, at $q=0$,

$$
\begin{equation*}
\omega_{k}(q=0):: q^{2} r^{2}:: q^{2}\left(T-T_{c}\right) \tag{6.22}
\end{equation*}
$$

Note that we could have arrived at these qualitative predictions by purely macroscopic arguments; indeed, if one makes the generalized diffusion assumption (6.17) - (6.18) and supposes that the Onsager coefficient $\boldsymbol{\lambda}$ is a slowly-varying function of $\mathbb{T}$ near $T_{C}$, one immediately obtains (6.1.9), since $\chi_{q}$ behaves as $\gamma_{q}$ when $q \rightarrow 0 . *$

Recent experiments have clearly shown that these conjectures are wrong and that the above theory cannot be made to fit the facts by the mere replacement of the molecular field approximation for $\gamma_{q}$ by its scaling form (6.13). What is observed is in agreement with a phonomenological description proposed by Halperin and Hohenberg [15] and known as "dynamic scaling laws" or "assumptions" (DSA). These state that, in the critical region, the correlation function $\tilde{r}_{q}(t)$ depends on the three variables $q$, $t$ and $T$ only through the combinations. $\omega_{k}(q) t$ and $q / x$ :

$$
\begin{equation*}
\tilde{\Gamma}_{q}(t) \simeq \Pi\left(\omega_{n}(q) t, \frac{x}{q}\right), \tag{6.23}
\end{equation*}
$$

where $x^{-1}=\xi^{-1}$ is related to the temperature trough (6.14), and that the characteristic frequency $\omega_{x}(q)$ is a homogeneous function of $q$ and承:

$$
\begin{equation*}
w_{r e}(q)=q^{5} \varphi\left(\frac{d x}{q}\right) \tag{6.24}
\end{equation*}
$$

(note that (6.20) is of this form, with $\boldsymbol{S}=4$ ). Fourier-transforming (6.23) with respect to the time variable (see (2.15)), one obtains the corresponding assumption for the scattering spectrum:

[^5]\[

$$
\begin{equation*}
\widetilde{S}(q, w)=\frac{1}{w_{k}(q)} S\left(\frac{w}{w_{k}(q)}, \frac{q}{x}\right) \tag{6.25}
\end{equation*}
$$

\]

To visualize the implications of the DSA, one may represent the critical region as in Fig. 2. In this diagram, the ordinate varjable is the wavenumber $q$; along the positive abscissa axis, we plot $火=$ = $\mathbb{H}_{+}:: \epsilon^{*}$, the inverse of the correlation length for $T>\mathbb{T}_{c}$; on the negative side, the varibble $\notin$ is conventionally taken equal to minus the (positive) inverse $\mathscr{R}_{-}::\left(\mathcal{E}^{V^{\prime}}\right.$ of the correlation length below T. On the figure, three limiting regions are indicated, where a simpler behaviour may be expected to occur: region $\boldsymbol{I}$, the ordered hydrodynamic region, where $q \ll x\left(T<T_{c}\right)$; region $I I$, the transition region, where $q \gg H\left(T \simeq T_{c}\right.$ ); region $I I$, the paramagnetic or disordered hydrodynamic region, where again $q \ll x\left(T>T_{c}\right)$.


Let us now consider, as indicated in the figure, a straight line $q=c k$, where $c$ is an arbitrary constant; the assumptions (6.23) and (6.24) mean that the correlation function $\tilde{\Gamma}_{q}(t)$ should retain the same shape along this line, if we scale the time variable as $\boldsymbol{\tau}=q^{\boldsymbol{s}}$ t. The corresponding experimental prediction is then that, if one normalizes the scattering spectrum (6.25) to an arbitrary constant, its form should remain unchanged, except that its width should vary proportionally to $q^{\zeta}$. When we go around the critical point $q=\mathbb{X}=0$, the "dynamic critical exponent" $S$ is assumed not to vary and the function $\varphi(x=\mathcal{X} / q)$, to be continuous in the whole diagram. Of course, when we consider the left-hand-side region ( $\mathrm{T}<\mathrm{T}_{\mathrm{c}}$ ), we should distinguish between the transverse and longitudinal functions $\tilde{\Gamma}_{q}^{+-}(t)$ and $\tilde{\Gamma}_{q}^{z z}(t)$. The DSA say nothing about the precise shape of the function $\Gamma(x, y)$, and hence of the scattering spectrum, except that nothing spectacular happens when one crosses the $\boldsymbol{X}=0$ $\left(\mathrm{T}=\mathrm{T}_{\mathrm{c}}\right)$ line, where $\tilde{\Gamma}_{\mathrm{q}}^{+-}$and $\tilde{\Gamma}_{\mathrm{q}}^{\mathrm{zz}}$ must become the unique $\tilde{\Gamma}_{\mathrm{q}}$ function of the paramagnetic region.

The power of the DSA comes from the fact that (6.24) relates what happens in the whole ( $q, \boldsymbol{k}$ ) plane and, in particular, in the three limiting regions indicated in the figure. To use this fact, Halperin and Hohenberg developed a macroscopic theory of spin waves, from which it appeared that in region $I$ (for $q \ll \boldsymbol{k}$ ), such waves remain well-defined excitations up to the critical point, with an energy

$$
\begin{equation*}
w_{\mathbb{R}}^{I}(q):: X_{-}^{1 / 2} q^{2} \tag{6.26}
\end{equation*}
$$

and a (negligible) damping $\gamma_{q}:: q^{4} / R^{3 / 2}$ (up to a possible logarithmic factor). Thus, the scattering spectrum should exhibit well-defined peaks (see (4.39), (4.40)), centered at (plus or minus) the frequency (6.26), moving towards $\omega=0$ when $T \rightarrow T_{c}$, as $X_{-}^{1 / 2}::\left[\left(T_{c}-T\right) / T_{c}\right]::$
$\left[\left(T_{c}-T\right) / T_{c}\right]^{0.35}\left(\nu^{\prime}\right.$ is believed to be equal to $\boldsymbol{\nu}$ ). The scaling relation (6.24) then implies that the exponent $\boldsymbol{\zeta}=5 / 2$ (and that $\varphi(x=\mathbb{K} / q)$ behaves as $(-x)^{1 / 2}$ when $\left.x \rightarrow-\infty\right)$. Here and in the following, we neglect all corrections of order $\eta$ to the critical exponents, because these effects are too small to be measured with any accuracy and because the theory of dynamic critical phenomena below $\mathbb{T}_{c}$ cannot be considered today as sufficiently well founded for these subtleties to be taken into account; for instance, in isotropic ferromagnets, nothing definite can yet be said about the importance of longitudinal fluctuations.

We can now use the result $\boldsymbol{S}=5 / 2$ in region II: when we approach
the critical point by lowering $q$ at $\mathbb{X}=0\left(T=T_{c}\right)$, the scaling relation (6.24), with the implicit assumption that $\varphi(x=\mathbb{X} / q)$ is continuous near $\mathrm{x}=0$, immediately leads to the conclusion that the scattering spectrum, whatever its shape, must have a width proportional to $q^{5 / 2}$ :

$$
\begin{equation*}
\boldsymbol{w}_{\mathbb{R}}^{I I}(q):: q^{5 / 2} \tag{6.27}
\end{equation*}
$$

Finally, in region III, the wavenumber $q$ is much smaller than all other characteristic wavenumbers in the problem, including $\mathbb{R}_{+}$. Then, the macroscopic arguments leading to the diffusive behaviour (5.26) should be correct: the scattering spectrum should have a central lorentzian peak, with a width

$$
\begin{equation*}
\omega_{x}^{I I I}(q):: D\left(x_{+}\right) q^{2} \tag{6.28}
\end{equation*}
$$

(6.24) then implies that, since $\boldsymbol{S}=5 / 2, \varphi(x=\mathbb{K} / q)$ must behave as $x^{1 / 2}$ when $x \rightarrow+\infty$, which leads to the following temperature dependence of the diffusion coefficient: $D\left(\boldsymbol{K}_{+}\right):: \mathbb{R}_{+}^{1 / 2}:: \epsilon^{1 / 2}$.

The DSA agree remarkably well with experimental observations, not only for isotropic ferromagnets, but for essentially all critical points (provided suitable additional parameters are introduced to take eventual anisotropies into account). The lesson they teach us is that the classical theory, based on moment expansions, is intrinsically incorrect: the scaling relation ( 6.24 ) with $\boldsymbol{\zeta}=5 / 2$ cannot be obtained from it, even in region III, where the diffusion assumption is expected to be correct. Moreover, one does not see how it could ever describe the transition region II, where the scattering spectrum passes continuously from the two-peak spin wave shape of region I to the diffusion Lorentzian shape of region III.

It is therefore interesting that the theory based on the kinetic equation ( 5.31 and 33), i.e. rigorous in the limit of long range forces, permits to justify the DSA (at least in a precritical region) and, in addition, to determine the shape of the scaled correlation function (6.23)-(6.24) [16]. The situation is however only clear on the paramagnetic side of the critical region ( $T \geqslant T_{c}$ ) while, in the ordered region, it is still a subject of theoretical (and experimental) controversy. Let us stress here again that, although this theory is the non-equilibrium generalization of the very simple and "classical" molecular field theory, it is by no means trivial and not at all equivalent to the "classical" theory based on the macroscopic equations (6.17) - (6.18).

The error in this macroscopic theory lies in two places. First,
the generalized diffusion equation (6.17) is only correct when $q$ is much smaller than any other wavenumber in the problem, i.e. in region III. Second, the assumption that the Onsager coefficient in (6.18) exists and is regular near $\mathbb{T}_{c}$ is incorrect in the whole critical region [17]. This is due to the fact that, because of the divergence of the equilibrium correlation functions, the mechanism which, away from the critical point, leads to the "long tail" behaviour of the Green-Kubo integrands, has here the dramatic effect that small wavenumber (time-dependent) fluctuations dominate the critical dynamics.

To show this, let us start again from the kinetie equation (5.31), with the approximation (5.34) for the kernel $\tilde{G}_{q}$. To arrive at an equation of the form (6.17), we have to replace (5.31) by its markoffian approximation (5.49), which leads to the definition (see (6.18))

$$
\begin{equation*}
\lambda^{(2)}=\lim _{q \rightarrow 0} D_{q}^{(2)} x_{q}=\lim _{q \rightarrow 0} \frac{x_{q}}{q^{2}} \int_{0}^{\infty} d t \tilde{G}_{q}^{(2)}\left(t \mid\left\{\tilde{\Gamma}_{q} \cdot\right\}\right) \tag{6.29}
\end{equation*}
$$

We know that this "markoffianizatjon" procedure is only allowed if the small wavenumber correlation functions $\tilde{\Gamma}_{\mathrm{q}}$ do not dominate the behaviour of $\widetilde{G}_{q}$. We shall now show, in the particular case of the transition region $(\boldsymbol{K}=0)$, that this assumption leads to a contradiction.

Proceeding as in (5.50), we separate, in $\widetilde{\mathrm{G}}_{\mathrm{q}}(2)$, the contributions to the sum over $q^{\prime}$ in two domains separated by a cut-off $q_{0}$, with $q \ll q_{0} \ll B$. Since the susceptibility $\boldsymbol{x}_{\mathrm{q}}$ behaves as $\gamma_{q}$ when $q \rightarrow 0$ (see the footnote on page 279), the contribution from $q^{\prime}>q_{o}$ gives (compare with(5.51)):

$$
\begin{equation*}
\lambda_{\rangle}^{(2)}:: \sum_{q^{\prime}>q_{0}}\left(Y_{q^{\prime}}\right)^{2}\left|\vec{\nabla}_{c}\left(q^{\prime}\right)\right|^{2} \int_{0}^{\infty} d t \tilde{\Gamma}_{q^{\prime}}(t)^{2} \tag{6.30}
\end{equation*}
$$

Since the cut-off $q_{0}$ restricts the values of $q^{\prime}$ to be outside the critical region, $\lambda_{>}^{(2)}$ is expected to be a finite number, even at $\mathrm{T}_{\mathrm{c}}$ 。

If this was the dominant contribution to $\lambda^{(2)}$, the classical theory would be correct and (with the molecular field approximation for $\gamma_{q}$ ), we would find $\tilde{\Gamma}_{q \rightarrow 0}(t)$ to behave as $\exp \left[-\lambda{ }^{2} t / \boldsymbol{x}_{q}\right]$ $\simeq \exp \left[-c q^{4} t\right]$. To test this assumption, we substitute this guess for $\tilde{\Gamma}_{\mathrm{q}}$. in the second contribution, from $q^{\prime}<q_{0}$. Expanding everything for $q$ and $q^{\prime}$ small (including the equilibrium correlation functions $\gamma^{\prime} \mathbf{q}^{(s e e}$ (6.10)), we thus get (compare with (5.53)):

$$
\begin{align*}
& \lambda_{<}^{(2)}:: \frac{1}{q^{2}} \int_{q^{\prime}<q_{0}} a^{3} q^{\prime} \frac{\left[|\vec{q}-\vec{q} \cdot|^{2}-q^{\prime 2}\right]^{2}}{\left.|\vec{q}-\vec{q}|^{\prime}\right|^{2} q^{\prime 2}} \int_{0}^{\infty} d t e^{-c\left[\left|\vec{q}-\vec{q}^{\prime}\right|^{4}+q^{\prime 4}\right] t} \\
& \quad: \frac{1}{q^{2}} \int_{q^{\prime}<q_{0}} a^{3} q^{\prime} \frac{\left[|\vec{q}-\vec{q}|^{2}-q^{\prime} 2\right]^{2}}{\mid \vec{q}-\vec{q} \cdot f q^{\prime 2}\left[|\vec{q}-\vec{q}|^{\prime}+q^{\prime 4}\right]} \tag{6.31}
\end{align*}
$$

which, when we introduce the reduced variable $\overrightarrow{\mathrm{y}}=\stackrel{\rightharpoonup}{\mathrm{q}} / \mathrm{q}$, becomes (compare with (5.54)):

$$
\begin{equation*}
\lambda_{<}^{(2)}:: \frac{1}{q^{3}} \int d^{3} y \frac{\left[|\overrightarrow{1}-\vec{y}|^{2}-y^{2}\right]^{2}}{|\overrightarrow{1}-\vec{y}|^{2} y^{2}\left[|\overrightarrow{1}-\vec{y}|^{4}+y^{4}\right]} \because: q^{-3} \tag{6.32}
\end{equation*}
$$

Thus, the assumption that $\lambda_{>}^{(2)}$ is the dominant contribution leads to the contradictory result that $\lambda_{<}^{(2)}$ diverges as $q^{-3}$. The origin of this divergence is easily traced back to the presence of the singular equilibrium correlation functions $\gamma_{q-q}$, and $\gamma_{q}$ in the kernel (5.34) This proves that, on the contrary, the behaviour of $\tilde{\Gamma}_{q}(t)$ near the critical point is dominated by the region $q^{\circ}<q_{0}$, i.e. that small wavenumber fluctuations determine themselves self-consistently. This implies of course that, in the kinetic equation (5.31) and (5.33) there is no clear separation between the time scales of the function $\tilde{\boldsymbol{\Gamma}}_{q}(t)$ and of the kernel $\tilde{\mathrm{G}}_{\mathrm{q}}\left(\mathrm{t} \mid\left\{\tilde{\Gamma}_{q},\right\}\right)$; hence, the equation will (except in region III, where $q / \mathbb{R} \rightarrow 0$ ) retain its non-markoffian form. We shall now show that, if this fact is properly taken into account, this kinetic equation can be shown to justify the dynamic scaling assumptions, with the value $\boldsymbol{S}=5 / 2$ for the critical exponent.

We start once again from the approximate kernel (5.34), limit the sum over $q^{\prime}$ to the dominant region $q^{\prime} \simeq q<q_{0}$ and expand everything for $q^{\prime} \simeq q \simeq \mathbb{X} \rightarrow 0$, using (1.25) and (6.10); the kinetic equation thus becomes:

$$
\begin{gather*}
\partial_{t} \tilde{\Gamma}_{q}(t)=-r^{2} \int_{q^{\prime}<q_{0}} d^{3} q^{\prime} \int_{0}^{t} d t^{\prime} \frac{\left(q^{2}+\alpha^{2}\right)\left(1 \vec{q}^{\prime}-\left.\vec{q}^{\prime}\right|^{2}-q^{\prime 2}\right)^{2}}{\left(1 q-\left.q^{\prime}\right|^{2}+{x^{2}}^{2}\right)\left(q^{\prime 2}+\&^{2}\right)} \\
\tilde{\Gamma}_{q-q^{\prime}}\left(t^{\prime}\right) \tilde{\Gamma}_{q}\left(t^{\prime}\right) \tilde{\Gamma}_{q}\left(t-t^{\prime}\right), \tag{6.33}
\end{gather*}
$$

where

$$
\begin{equation*}
r^{2}=\frac{4 S(S+1) \propto J(0)^{2}}{3 \Delta} \tag{6.34}
\end{equation*}
$$

To account for the fact that $q^{\prime} \simeq q \simeq \mathbf{X}$, we go over to the reduced variables $\vec{y}=\vec{q} / q$ and $K=\boldsymbol{k} / q$, which leads to

$$
\begin{align*}
\partial_{t} \tilde{\Gamma}_{q}(t)= & -\gamma^{2} q^{5} \int_{y<\frac{q_{0}}{q} \rightarrow \infty} d^{3} y \int_{0}^{t} d t^{\prime} \frac{\left(1+x^{2}\right)\left(|\overrightarrow{1}-\vec{y}|^{2}-y^{2}\right)^{2}}{\left(|\overrightarrow{1}-\vec{y}|^{2}+\dot{x}^{2}\right)\left(y^{2}+x^{2}\right)} \\
& \tilde{\Gamma}_{q|\overrightarrow{1}-\vec{y}|^{\prime}\left(t^{\prime}\right) \tilde{\Gamma}_{q y}\left(t^{\prime}\right) \tilde{\Gamma}_{q}\left(t-t^{\prime}\right)} \tag{6.35}
\end{align*}
$$

We then remark that the factor $\gamma^{2} q^{5}$ in front of the integrals disappears when we introduce dimensionless time variables $\tau=\gamma^{5 / 2} t$ and $\tau^{\prime}=\gamma q^{5 / 2} t^{\prime}$, in such a way that (6.35) becomes the following equation, for the function $\boldsymbol{\Gamma}_{\mathrm{q}}(\boldsymbol{\tau}) \equiv \tilde{\Gamma}_{q}(t)$ :

$$
\begin{align*}
\partial_{\boldsymbol{\tau}} \prod_{q}(\boldsymbol{\tau})= & -\int d^{3} y \int_{0}^{\tau} d \boldsymbol{\tau}^{\prime} \frac{\left(1+x^{2}\right)\left(|\vec{\imath}-\vec{y}|^{2^{4}}-y^{2}\right)^{2}}{\left(|\vec{\imath}-\vec{y}|^{2}+x^{2}\right)\left(y^{2}+x^{2}\right)} \\
& \prod_{q|\overrightarrow{1}-\vec{y}|}\left(|\vec{\imath}-y|^{5 / 2} \tau^{\prime}\right) \prod_{q y}\left(y^{5 / 2} \tau^{\prime}\right) \prod_{q}\left(\boldsymbol{\tau}-\boldsymbol{\tau}^{\prime}\right) . \tag{6.36}
\end{align*}
$$

The variable $q$ now only appears as a factor in the index of every function $\mathbb{T}$. If this equation possesses a unique solution, it cannot depend on this arbitrary factor. Hence, we have reduced the kinetic equation to the following asymptotic form:

$$
\begin{align*}
\partial_{\tau} \Pi(\tau)= & -\int d^{3} y \int_{0}^{r} d \tau^{\prime} \frac{\left(1+x^{2}\right)\left(|\overrightarrow{1}-\vec{y}|^{2}-y^{2}\right)^{2}}{\left(|\overrightarrow{1}-\vec{y}|^{2}+\dot{x}^{2}\right)\left(y^{2}+\dot{x}^{2}\right)} \\
& \left.\Pi\left(|\overrightarrow{1}-\vec{y}|^{5 / 2} \tau^{\prime}\right) \prod_{\left(y^{5 / 2}\right.} \tau^{\prime}\right) \Pi\left(\tau-z^{\prime}\right), \tag{6.37}
\end{align*}
$$

for the single function

$$
\begin{equation*}
\Gamma_{q}(t) \simeq \Pi(\tau ; k)=\Pi\left(\gamma q^{5 / 2} t ; \frac{R}{q}\right) \tag{6.38}
\end{equation*}
$$

i.e. we have recovered the DSA relations (6.23) and (6.24), with
$\boldsymbol{\zeta}=5 / 2$, in the limit of long range forces and with the approximate kernel ${\underset{G}{q}}^{(2)}$.

It can be shown that this result is correct to all orders in
the series (5.33) for $\tilde{G}_{q}$, i.e. that
(i) when all intermediate modes $q^{\prime \prime} q^{\prime \prime}, \ldots$ are limited inside the region $q^{\prime} \simeq q^{\prime \prime} \ldots \simeq q<q_{0}$, the introduction of reduced variables $y^{\prime}, y^{\prime \prime}, \ldots$ and $\boldsymbol{\tau}, \tau^{\prime}, \boldsymbol{\tau}^{\prime \prime}, \ldots$ makes the equation dimensionless;
(ii) that the corrections to this asymptotic equation (the contributions where some wavenumbers $q^{\prime}, \ldots$ are larger than $q_{0}$ ) are negligible in the limit where $t \rightarrow \infty$ and $q \rightarrow 0$, with $q^{5 / 2} t$ finite.

As expected, one finds that the first corrections behave as $q^{3 / 2}$; this corresponds to the "classical" result, where $\partial_{t} \widetilde{\Gamma}_{q}(t)$ is proportional to $q^{4}$, i.e. $\partial_{\tau} \tilde{\Gamma}_{q}(t):: \partial_{q} 5 / 2_{t} \tilde{\Gamma}_{q}(t)$ $:: q^{3 / 2}$

In principle, these results go beyond the phenomenology of the dynamic scaling assumptions, since they allow to determine the correlation function $\mathbb{\Pi}$ and the scaling function $\varphi$. Such computations have been performed, with the lowest order approximations for the kernel $\tilde{G}_{q}$, and the agreement with experiment is remarkably good; in particular, the scaling function $\varphi(x=k / q)$ has the correct behaviour and goes to infinity as $\mathrm{x}^{1 / 2}$ when $\mathrm{x} \rightarrow \infty$ (in region III). Let us however stress again that this theory is, in principle, limited to the model of long range forces and that agreement with experimental observations is only obtained if one fits the temperature dependence of $\mathbb{Z}$ to its measured value. Moreover, we only discussed the paramagnetic region; below $T_{c}$, the question is still open.
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## I. INTRODUCTION: THE HARD-SPHERE MODEL INTERACTION

A basic aim of statistical mechanics is to explain the macroscopic properties of matter from microscopic intermolecular forces and laws of motion. Macroscopic properties fall rather naturally into two classes, equilbrium and non-equilibrium, and each of these classes contains what might be called specific and general properties. By general properties we mean those which are more or less independent of the nature of the intermolecular potential, while by specific properties we mean those which reflect the nature of the potential sensitively.

The general equilibrium properties include, for example, the existence of the laws of thermodynamics and the existence of various phases of matter, while a prominent specific equilibrium property is the temperature dependence of the second virial coefficient. Among the non-equilibrium properties, general properties might be taken to be the existence of an approach to equilibrium as well as the existence of laws of non-equilibrium thermodynamics. On the other hand, the density, and temperature dependence of the viscosity coefficient, of the diffusion coefficient and of any other transport coefficient are specific non-equilibrium properties.

The task accomplished by Boltzmann, and Chapman and Enskog, was to indicate how the transport properties of a gas of spherically symmetric molecules may be computed from the microscopic properties of these molecules in at least a sensible first approximation, nowadays called the "dilute gas" limit. As this has been the topic of discussion of various lectures that preceded me at this School, I would rather concentrate on one pragmatic attempt to go beyond the zerodensity limit. I am going to talk about what Enskog did in this direction and we will see how useful it may still be today. I'll try to avoid formalism as much as I can, as I would like to keep my feet on the ground. Hints are given, however to help you to go further on in the kinetic theory of transport phenomena.

In a paper published in 1922, David Enskog proposed a modification of Boltzmann's kinetic equation. His paper, he says "is the continuation of an earlier work on dilute gases. More specialized assumptions are made about molecular forces, so that theories valid for arb-
itrary densities may be given. It is necessary to introduce a new hypothesis about the number of collisions, and the theoretical treatment is new in parts. This will not lead to undue complications, since $I$ can build on my earlier results". (See the book edited by S.G. Brush, 1972).

He then starts the second section of the paper saying "We assume that we have a gas whose molecules repel one another like hard, smooth, perfectly elastic spheres with mass $m$ (in my lectures we shall take, for convenience, $m=1$ ) and diameter $\sigma$."

The hard-sphere potential function is thus a model, according to which, two molecules do not interact until they just touch, when they repel each other with infinite force. The forces between molecules on collision are impulsive ( $t_{\text {coll }} \equiv$ Q). This angle-independent potential, along with some other relevant and more realistic models, is sketched in fugure l.l, and has the mathematical form

$$
\varphi(r)=\left\{\begin{array}{lll}
\infty & \text { at } & r \leq \sigma  \tag{1.1}\\
0 & \text { at } & r>0
\end{array}\right.
$$

where $\boldsymbol{\sigma}$ is the diameter of the spheres. Besides its simplicity, in classical dynamics, the main interest of this model lies in the fact that transport properties depend essentially on the existence of collisions, and not on their nature. They thus depend primarily on the fact that some force exists between molecules, and only secondarily on the nature of the force. One could even say that it is a secondary matter for these transport properties whether the force is one of attraction or repulsion. This is not, however, the case for equilibrium properties, such as the virial coefficients of the equation of state: In this latter case, the very sign of those coefficients depends on the nature of the forces. In recent years the hard-sphere model has been extensively used for the study of manybody problems. In particular, the equation of state at high densities has been studied by numerical methods on high-speed computers and a clear suggestion of a first-order solid-fluid (melting) phase transition has been found. The computer experiments are, of course, not rigorous proof of the existence of the hard-sphere melting transition. They must be regarded only as a very suggestive indication, and judged on the basis of how this behaviour could be reproduced by infinite systems.

An interesting question, not yet answered, is whether the virial equation of state could possibly predict such a phase transition for an assembly of hard spheres. Clearly no phase transition could be predicted if, as has been suggested, all the hard-sphere virial coefficients were positive. But the equation of state problem ${ }^{*}$ is not the topic of our discussions here. Thus we return to our original topic.


Point centres of repulsion


Square-well potential


$$
\begin{aligned}
& \varphi(r) \sim r^{-\delta} \\
& (\delta=4: \text { Maxwell's } \\
& \text { model })
\end{aligned}
$$



Smooth rigid spheres (hard spheres)
$\varphi(r)= \begin{cases}\infty & r \leqslant \sigma \\ 0 & r>\sigma\end{cases}$
-

## d

Let me point out that another approach to the equation of state of a fluid phase is that of Percus and Yevick. These authors took the opposite starting point to the virial approach. Rather than attempting a series expansion from the perfect gas end, they argued that, near the solidification curve anyway, the Debye spectrum of a fluid cannot differ greatly from that of a solid, and they looked for ways of computing the differences as a function of density. The PercusYevick equation of state has been obtained for a hard-sphere gas and it reproduces the equation of state of hard-sphere gas, as determined by the computer calculations, to within a few percent. We shall not, however, discuss the use of Percus-Yevick equation to obtain g( $\boldsymbol{\sigma}$ ) and so the Enskog transport coefficients for a liquid.


Fig. 1.1. \begin{tabular}{l}
Pictorial representation of various <br>
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\end{tabular}

As with hard spheres, collisions are instantaneous, multiple encounters can be neglected: the probability of ternary and higherorder multiple collisions will be negligibly small; consequently, it is only necessary to consider binary encounters. This is not however, the case with real molecules; in a gas at high pressure, a molecule is in the field of force of others during a large part of its motion and multiple encounters are not rare.

The second assumption that Enskog made was a molecular chaos approximation. He claims doing this "in agreement with Jeans" (J. H. Jeans, The Dynamical Theory of Gases, Cambridge, 3rd edition, 1921, pp. 15-16 or else 4th edition, 1925, p.54). Enskog believed, on the basis of Jeans' analysts, that for hard spheres the molecular chaos assumption can remain valid at large densities. However, Jeans, argument applied strictly only to a gas in a uniform steady state. In a dense gas, even one composed of hard spheres, there may be some correlation between the velocities of neighbouring molecules, because of their recent interactions with each other, or with the same neighbours. This may be important in a gas not in a uniform steady state. "Thus what Enskog gained in mathematical simplicity is partially offset by inadequacy in the representation of physical reality" (Chapman and Cowling, Ref. 2, p. 297). We shall see, however, that Enskog's theory accounts for transport coefficients of real gases in a density range much wider than expected. "Anyone can get the right answer for the right reason; it takes a genius, or a physicist, to get the
right answer for the wrong reason", says Lee A. Segel in one of his papers.

The hard sphere model is useful anyway for exploratory calculations because, at least, a nice representation of the strong, short range repulsive forces (that is that molecules have volumed) is given. In Figures 1.2 and 1.3 , hard-sphere collisions are graphically displayed.


Fig. 1.2.:
A collision between two hard spheres. $\overrightarrow{\mathbf{k}}$ is a unit vector, called perihelion vector, for convenience of notation velocities of particle " 2 " are denoted with subscript "I".

There exists a procedure for adapting a hard-sphere potential to a more realistic potential like a Lennard-Jones function. If the "realistic" potential is $\varphi(r)$, a prescription suggested on the literature (for liquid metal calculations, however) states that the hard-sphere diameters $\sigma$ should be obtained through the relation

$$
\begin{equation*}
\varphi(\sigma)=\frac{3}{2} k T-\varepsilon \tag{1.2}
\end{equation*}
$$

where $\mathcal{E}$ is the depth of the potential well and $k$ is Boltzmann's universal constant. The diameters $\sigma$ given by (l.2) may be thought of as "effective" diameters of the "real" particles. They correspond roughly to an average distance of approach during a collision of particles with average energy $3 / 2 \mathrm{kT}-\mathcal{E}$. We shall, in fact, come back to the problem of prescribing $\sigma$ for a moderately dense gas in section VI.

In the next section we discuss in more detail Enskog's ansatz and we introduce his kinetic equation. Section III is devoted to a discussion of the collisional transfer mechanism introduced by Enskog and the hydrodynamic conservation laws. Section 4 deals with the first -order Chapman-Enskog expansion of the (asymptotic) solution of Enskog's equation. However, we ought to say that Enskog's equation is only valid for times shorter than the mean free time between collisions, as has been recently proved. We shall come back to this point in section VIII. In section $V$ we obtain explicit expressions for the Enskog transport coefficients and we discuss, in section VI, the relevance in interpreting the experimental data. (We will be concerned with the viscosity and heat conductivity for temperatures well above crit: ical.

Section VII deals with the square-well extension of Enskog's theory. Finally, in section 8 we briefly give comments on some general problems related to the very validity of Enskog's equation as a kinetic equation. However general derivations of the Enskog equation, as well as the controversial and very interesting quations of fluid mixtures and transport properties of polyatomic gases, are left out of these lectures.
II. FROM THE BOLTZMANN APPROACH TO THE ENSKOG EQUATION

The Boltzmann equation, already discussed at length in the course of this School, is an integrodifferential equation for the one-particle distribution function $f(\vec{r}, \vec{v}, t)$. In the absence of external force fields, the equation reads

$$
\begin{equation*}
\frac{\partial}{\partial t} f+\stackrel{\rightharpoonup}{v} \cdot \frac{\partial}{\partial r}=\left(\frac{\partial f}{\partial t}\right)_{\operatorname{coll}} \tag{2.1}
\end{equation*}
$$

where

$$
\begin{gather*}
\left(\frac{\partial}{\partial t^{f}} f\right)=\int d \vec{v}_{I}|\vec{V}| \operatorname{pdpd} \varphi f\left(\vec{r}, \vec{v}^{\prime} ; t\right) f\left(\vec{r}, \vec{v}_{1}^{\prime} ; t\right)- \\
-f(\vec{r}, \vec{v} ; t) \quad f\left(\stackrel{\rightharpoonup}{r}, \vec{v}_{I} ; t\right) \tag{2.2}
\end{gather*}
$$

Here $\vec{v}_{1}^{\prime}$ and $\vec{v}^{\prime}$ are the velocities of two molecules ( 2 and 1 respectively) after collision (see Figs. 1.2 and 1.3 for a graphic display in the case of hard spheres; $\overrightarrow{\mathrm{v}}_{1}$ and $\overrightarrow{\mathrm{v}}$ are the corresponding velocities before collision $\vec{V}=\overrightarrow{\mathrm{V}}-\overrightarrow{\mathrm{V}}_{I}$. The remaining factors in the integrand account for the binary collision cross-section: $p$ is the impact parameter of the collision, and $\varphi$ the azimuthal angle measured in the plane perpendicular to $\overrightarrow{\mathrm{v}}-\overrightarrow{\mathrm{V}}_{1}$. We shall replace here $|\overrightarrow{\mathrm{V}}|$ pdpd $\varphi$ by ( $\left.\overrightarrow{\mathrm{V}} . \hat{\mathrm{k}}\right) \mathrm{d} \hat{\mathrm{k}} \boldsymbol{\sigma}^{2}$.

Equations (2.1) and (2.2) are obtained under some very drastic assumptions that just for sake of completeness, I would like to briefly state:
i) Molecules are supposed to be point centres (see Fig. l.l) of short range forces, say $\boldsymbol{\sigma}$. The average distance travelled between collisions is large so that the finite size of the molecules can be neglected.
ii) The dilute gas limit is considered: $n \rightarrow 0, N \rightarrow \infty, \sigma \rightarrow 0,\left(\mathbb{N} \sigma^{2}\right)<\infty$, but $\left(\mathbb{N} \mathrm{\sigma}^{3}\right) \rightarrow 0 ; N$ is the total mumber of molecules and $n$ is the average density.
iii) Holeoular correlations are of aynamical origin only. Correlations of order higher than two-molecule correlations are neglected.
iv) The function $f(\vec{r}, \vec{v}, t)$ is a slowly varying function of position and time for intervals of order $\sigma$ and $t_{c o l l}$ (duration of a collision) respectively.
v) Stosszahl-Ansatz: Every time that two molecules meet, they come together uncorrelated. After the collision they are strongly correlated, however.
We have already indicated in the preceding section the reason invoked by Enskog to discuss high pressure (density) effects for hardspheres only. In this case the collision time is vanishing, and so is the probability of multiple (more than binary) collisions.

In the dense gas case hypothesis (i) must be modified, as the ratio of core diameter $\sigma$ to the mean free path between collisions becomes non-negligible. Because of the finite diameter $\sigma$ the distribution function must not be taken at the same space point $\vec{r}$ at the moment of collision, but at space points which are the distance $\sigma$ apart. (see Figs. $1.2,1.3$, and 2.1 for a graphic representation).

Enskog suggested that the molecular chaos assumption (v) has to allow for correlations of position at high densities. This is similar to the way in which the geometrical effects are incorporated in the van der Waals equation of state (see Fig. 2.l).


Fig. 2.1 Excluded volume and "shielding" effect of hard-sphere molecules. The center of molecule "l" is supposed to be lying on the sphere of influence of molecule "2"

For a hard sphere gas the equation of state reads

$$
\begin{equation*}
\frac{p}{n k T}=1+n b g(n) \tag{2.3}
\end{equation*}
$$

(notice that the compressibility factor l.h.s. of (2.3) is always greater than unity and is a function only of the density). Here $g(n)$ is the radial distribution function whose known virial expansion is

$$
\begin{align*}
g(n)= & 1+0.625 n b+0.2869(n b)^{2}+ \\
& +0.110(n b)^{3}+0.039(n b)^{4}+O(n b)^{5} \tag{2.4}
\end{align*}
$$

and

$$
\begin{equation*}
b=\frac{2 \pi r^{3}}{3} \tag{2.5}
\end{equation*}
$$

Indeed one may interpret the term nbg(n) arising from excluded volume
as due to the finiteness of $\boldsymbol{\sigma}$ (the so called co-volume in van der Waals theory). Correlations of the momenta of the colliding molecules are still neglected.

Enskog also introduced a new physical properties transfer. (see Fig. 2.2).


Fig. 2.2. Molecule 1 collides with molecule 2. Although the center of 1 does not cross $\boldsymbol{\pi}$, momentum and energy are nevertheless transported across this plane. In the Boltzmann dilute gas limit, $\sigma \rightarrow 0$, and this effect vanishes.

In dense gases mot only the translational motion between collisions will contribute to the total stress tensor $\overrightarrow{\mathcal{P}}$ and energy flux $\overrightarrow{J_{q}}$, but momentum and energy is transported also, a distance $\sigma$ by an encounter. This "collisional" or "potential" transfer may be best understood if one considers a plane in space and two molecules on each side but almost in contact with each other. If they collide, momentum and energy is transported across the plane even if each molecule remains on its own side. For instance at the collision, the exchange of momentum $\vec{V}_{1}-\vec{V}_{1}^{\prime}=$ $\overrightarrow{\mathrm{V}}_{2}-\overrightarrow{\mathrm{V}}_{2}^{\prime}$ is instantaneous from the centre of molecule "l" to that of molecule "2", or reciprocally (see Fig. 2.2)

In the case of hard spheres the direct collision distribution function thus becomes

$$
\begin{equation*}
f(\vec{r}, \vec{v} ; t) f\left(\vec{r}-\sigma \hat{k}, \vec{v}_{1} ; t\right) \tag{2.6}
\end{equation*}
$$

where $\hat{k}$ is a unit vector (the perihelion vector of Fig. 1.2). This

[^6]vector is in fact the bisector of the $\widehat{V, V^{\prime}}$ angle $\left(\vec{V}^{\prime}=\vec{V}_{1}^{\prime}-\vec{V}^{\prime}\right)$. The excluded volume leads to a reduced effective volume allowed to the molecules within the container. Thus the collision rate (frequency) should be higher because the distance, which two spheres have to travel in order to collide, is significantly decreased by the diameter of the spheres. At low density however, the diameter is small compared to the average distance travelled between collisions and the spheres can be considered as point particles (Boltzmann gas). In the Enskog approach this geometric factor depends on space only, as a functional of the local density. This is given by the radial distribution function) at contact, and as a functional of the density, should be determined by the equation of state (section III).

For the restituting collision (see Ref. 2) one has to replace $\vec{V}$ by $-\vec{V}$ and $+(1 / 2) \sigma \hat{k}$ goes to - ( $1 \not / 2) \boldsymbol{r} \hat{k}$, for the contact point. We also note that the differential element of Eq. (2.2) is the same for both direct and restituting collisions. However, the integration in the former is for $\overrightarrow{\mathrm{V}} . \hat{\mathrm{k}}>0$, whereas in the latter it is for $\overrightarrow{\mathrm{V}} . \hat{\mathrm{k}}<0$. The above described assumptions lead to the ad hoc modified Boltzmann equation

$$
\begin{align*}
& \frac{\partial}{\partial t} f\left(\vec{r}, \vec{v}_{i} t\right)+\vec{v} \cdot \frac{\partial f(\vec{r}, \vec{v} ; t)}{\partial t}=\sigma^{2} \int(\vec{v} \cdot \hat{k}) d \hat{k} d \vec{v}_{1} \\
& \times\left\{g\left(\vec{r}+\frac{1}{2} \sigma \hat{k} ; t\right) f\left(\vec{r}_{1} \vec{v}^{\prime} ; t\right) f_{1}\left(\vec{r}+r \hat{k}, \vec{v}_{1}^{\prime} ; t\right)\right. \\
& \left.\quad-g\left(\vec{r}-\frac{1}{2} ; \hat{r} ; t\right) f(\vec{r}, \vec{v} ; t) f\left(\vec{r}-r \hat{k}, \vec{v}_{1} ; t\right)\right\} . \tag{2.8}
\end{align*}
$$

This is just Enskog's kinetic equation for a dense gas of (structureless) hard spheres. It is indeed not invariant under time reversal. Also, it is evident that in this equation (2.8) we neglect the momentum correlations between successive hard-sphere collisions (in particular, a sphere is considered as always colliding with other spheres approaching in a random direction). The g-factor, however, incorporates unsystematically some three-body collision effects. Later in section 3 we shall come back to the explicit expression for $g(\sigma)(g(r)$ at contact). The centre of a molecule cannot lie within the $4 \pi \sigma^{3} / 3$ sphere of
influence of another molecule (see Fig. 2.16) Thus, to a first approximation, the reduction of unit volume is to l-2nb. Now let $\Delta \mathrm{S}$ be the spherical surface associated with molecule "2", lying within the sphere of influence of molecule "i" (any other molecule of the gas, except "I") Thus, the centre of molecule "l" trying to collide with "2" cannot be located on this portion $\Delta S$. For a space separation, $R(\sigma<R<2 \sigma)$ there are $n 4 \pi K^{2} d R$ molecules "i". Each "i" molecule "removes" a surface $2 \boldsymbol{\pi} \boldsymbol{\sigma}(\boldsymbol{\sigma}-\mathrm{R} / 2)$. On the average the total amount of absolute surface which is removed is (the bar means "average")

$$
\begin{equation*}
\overline{\Delta S}=\int_{\sigma}^{2 \sigma} 2 \pi\left(\sigma-\frac{R}{2}\right) \sigma 4 \pi R^{2} d R=\frac{11 \pi^{2}}{3} n \sigma^{5} \tag{2.9}
\end{equation*}
$$

and the relative amount of surface removed is

$$
\begin{equation*}
\frac{\overline{\Delta S}}{S}=\frac{11}{12} \pi n \sigma^{3}=\frac{11}{8} n b \tag{2.10}
\end{equation*}
$$

Thus we end up with a collision frequency factor of

$$
\begin{equation*}
g=\left(1-\frac{11}{8} n b / 1-2 n b\right) \simeq 1+\frac{5}{8} n b=1+0.625 n b+\theta(n b)^{2} \tag{2.11}
\end{equation*}
$$

to be compared with (2.4). This result was already obtained by Clausius and Boltzmann!

[^7]III. HYDRODYNAMIC EQUATIONS AND THE (NEW ENSKOG) COLLISIONAL (OR POTENTIAL) TRANSFER

The equations of change, or formal hydrodynamic equations, are obtained in a similar way to that for the Boltzmann dilute gas case. Here, the hard sphere potential plays an essential role. It is only with this particular potential function that the energy density can be identified with the kinetic energy. There is no potential energy contribution, as the hard spheres are inpenetrable.

Let $\boldsymbol{\psi}$ be ( $1, \vec{v}, \mathrm{v}^{2} / 2$ ), a collisional invariant. Then integrating the Enskog equation, dotted with $\boldsymbol{\Psi}$, over the velocity space, one gets

$$
\begin{equation*}
\frac{\partial}{\partial t} \int d \vec{v} \psi f+\frac{\partial}{\partial \vec{r}} \cdot \int \vec{v} d \vec{v} \Psi f=\int d \vec{v} \psi\left(\frac{\partial f}{\partial t}\right)_{\text {coll. }} \tag{3.1}
\end{equation*}
$$

Notice that in contrast to the Boltzmann dilute gas problem, here the r.h.s. of equation (3.1) is non vanishing. However, if we assume that inhomogeneities are weak enough, we may approximate this r.h.s. by its Taylor expansion up to first few terms. Thus, one writes

$$
\begin{equation*}
\int d \vec{v} \psi\left(\frac{\partial f}{\partial t}\right)_{\text {coll. }}=\sum_{i=1}^{6} I_{i}+\theta\left(\nabla^{3}\right) \tag{3.2}
\end{equation*}
$$

The six terms here retained are enough to get the linear transport coefficient of the Enskog hard sphere gas, as these quantities show up at the $\nabla^{2}$ order.

The quantities $I_{i}$ introduced in Eq. (3.2) are:

$$
\begin{align*}
I_{1} \equiv g(\sigma) \int d \vec{v} \psi & \sigma^{2}(\vec{V} \cdot \hat{k}) d \vec{v}_{1}\left[f^{\prime} f_{1}^{\prime}-f f_{1}\right] \\
& \equiv \int d \vec{v} \psi J_{1}=0 \tag{3.3}
\end{align*}
$$

$$
\begin{gather*}
I_{2} \equiv \frac{1}{2} \sigma g(\sigma) \int d \vec{v} d \vec{v}_{1} \sigma^{2}(\vec{v} \cdot \hat{k}) d \hat{k}\left[\psi(v)-\psi\left(v^{v}\right)\right]\left[\hat{k} \cdot \frac{\partial}{\partial \vec{r}} f f_{1}\right] \\
\equiv \int d \vec{v} \psi J_{2} \tag{3.4}
\end{gather*}
$$

$$
\begin{gather*}
I_{3} \equiv \frac{1}{2} \sigma \int d \vec{v} d \vec{v}_{1} \sigma^{2}(\vec{v} \cdot \hat{k}) d \hat{k}\left[\gamma(v)-\psi\left(v^{\prime}\right)\right]\left[\hat{k} \cdot \frac{\partial}{\partial \vec{r}} g(r)\right] f_{1} \\
 \tag{3.5}\\
\equiv \int d \vec{v} \psi J_{3}
\end{gather*}
$$

$$
\begin{gather*}
I_{4} \equiv \frac{1}{2} \sigma^{2} g(r) \int d \vec{v} d \vec{v}_{1} \sigma^{2}(\vec{v} \cdot \hat{k}) d \hat{k}\left[\hat{k} \hat{k}: \frac{\partial}{\partial \vec{r}}\left(f f_{1} \frac{\partial}{\partial \vec{r}} \log \frac{f}{f_{1}}\right)\right] \\
\equiv \int d \vec{v} Y J_{4} \tag{3.6}
\end{gather*}
$$

$$
\begin{gathered}
I_{5} \equiv \frac{1}{4} \sigma^{2} \int d \vec{v} d \vec{v}_{1} \sigma^{2}(\vec{v} \cdot \hat{k}) d \hat{k}\left[\hat{k} \cdot \frac{\partial}{\partial \vec{r}} g\right]\left[\hat{k} \cdot f f_{1} \frac{\partial}{\partial \vec{r}} \log \frac{f}{f_{1}}\right] \\
\equiv \int d \vec{v} \Psi J_{5}
\end{gathered}
$$

$$
\begin{gather*}
I_{6} \equiv \frac{1}{8} \sigma^{4} \int d \vec{v} d \vec{v}_{1}(\vec{V} \cdot \hat{k}) d \hat{k} \Psi\left[\hat{k} \hat{k}: \frac{\partial}{\partial \vec{r}} \frac{\partial}{\partial \vec{r}} g\right]\left[f^{\prime} f_{1}^{\prime}-f f_{1}\right]  \tag{3.8}\\
\equiv \int d \vec{v} \Psi J_{6}=0
\end{gather*}
$$

Here the J-quantities are defined, and with expressions given (3.3) through (3.8), we can write the general conservation equation (3.1) in the following formal way

$$
\begin{equation*}
\frac{\partial}{\partial t} \int d \vec{v} \psi f=-\frac{\partial}{\partial \vec{r}}\left(J_{\psi}^{k}+J_{\psi}^{\varphi}\right) . \tag{3.9}
\end{equation*}
$$

Here we have introduced a kinetic contribution to the $\mathcal{\Psi}$ - current

$$
\begin{equation*}
J_{\psi}^{k} \equiv \int \vec{v} d \vec{v} \psi f \tag{3.10}
\end{equation*}
$$

and a potential part

$$
\begin{gather*}
J_{\psi}^{\varphi} \equiv \frac{1}{2} \sigma g \int d \vec{v} d \vec{v}_{1} d \hat{k} \sigma^{2}(\vec{v} \cdot \hat{k})\left[\psi\left(v^{\prime}\right)-\Psi(v)\right] f f_{1} \hat{k} \\
+\frac{1}{4} \sigma^{2} g \int d \vec{v} d \vec{v}_{1} d \hat{k} \sigma^{2}(\vec{v} \cdot \hat{k})\left[\psi\left(v^{\prime}\right)-\psi(v)\right] f_{1} \\
\hat{k} \cdot \frac{\partial}{\partial \vec{r}} \log \left(\frac{f}{f_{1}}\right) \hat{k} \tag{3.11}
\end{gather*}
$$

Now, letting $\Psi$ be successively $1, \vec{v}$ and $v^{2} / 2$, we easily get the continuity equation, the Navier-Stokes equation and the energy equation in much the same manner as in the theory of dilute gases. The only difference in practice arises because of the definition of the
fluxes. With the Enskog equation, and according to the general conservation law (3.9), we get two contributions for the pressure tensor

$$
\begin{equation*}
\overrightarrow{\vec{P}}=\overrightarrow{\vec{P}}^{k}+\overrightarrow{\vec{P}} \varphi \tag{3.12}
\end{equation*}
$$

and for the macroscopic heat current

$$
\begin{equation*}
\vec{J}_{q}=\vec{J}_{q}^{k}+\vec{J}_{q}^{\varphi} \tag{3.13}
\end{equation*}
$$

with the following identifications being made

$$
\begin{equation*}
\overrightarrow{\vec{P}}^{k} \equiv \int d \vec{v} \vec{\xi} \vec{\xi} f, \tag{3.14}
\end{equation*}
$$

$$
\begin{align*}
\overrightarrow{\bar{P}}^{4}= & \frac{1}{2} r^{3} g \int d \vec{v} d v_{1} d \hat{k}(\vec{v} \cdot \hat{k})\left[\overrightarrow{\xi^{\prime}}-\vec{\xi}\right] f f_{1} \hat{k} \\
& +\frac{1}{4} \sigma^{4} g \int d \vec{v} d \vec{v}_{1} d \hat{k}(\vec{v} \cdot \hat{k}) \\
& \times\left[\vec{\xi}^{\prime}-\vec{\xi}\right] f f_{1} \hat{k} \cdot \frac{\partial}{\partial \vec{r}} \log \left(\frac{f}{f_{1}}\right) \hat{k}, \tag{3.15}
\end{align*}
$$

$$
\begin{equation*}
\vec{J}_{q}=\frac{1}{2} \int d \vec{v} \stackrel{\rightharpoonup}{\xi} \xi^{2} f \tag{3.16}
\end{equation*}
$$

$$
\begin{align*}
\vec{J}_{q}^{4} & =\frac{1}{4} \sigma^{3} g \int d \vec{v} d \vec{v}_{1} d \hat{k}(\vec{V} \cdot \hat{k})\left[\xi^{\prime 2}-\xi^{2}\right] \hat{k} f f_{1} \\
& +\frac{1}{8} \sigma^{4} g \int d \vec{v} d \overrightarrow{v_{1}} d \hat{k}(\vec{v} \cdot \hat{k})\left[\xi^{\prime 2}-\xi^{2}\right] f f_{1} \hat{k} \cdot \frac{\partial}{\partial \vec{r}} \log \left(\frac{f}{f_{1}}\right) \hat{k} . \tag{3.17}
\end{align*}
$$

Here $\vec{\xi}$ is the "peculiar" velocity $\vec{\xi}=\vec{v}-\vec{u}$, and $\vec{u}$ is the macroscopic (barycentric) velocity as usually defined for dilute gases (see ref. 1 or 2).

The identification of the linear transport coefficients comes through use of the standard linear phenomenological laws. Thus, one has

$$
\begin{gather*}
P_{i j} \equiv p \delta_{i j}-2 \eta\left(\frac{\stackrel{\partial}{\partial \vec{u}}}{\partial \vec{u}}\right)-\xi\left(\frac{\partial}{\partial \vec{r}} \cdot \vec{u}\right) \delta_{i j}  \tag{3.18}\\
\vec{J}_{q} \equiv-\lambda \frac{\partial}{\partial \vec{r}} T . \tag{3.19}
\end{gather*}
$$

In equation (3.18) we have introduced the symmetrized traceless tensor

$$
\begin{equation*}
\frac{\stackrel{0}{\partial}}{\frac{\partial \vec{r}}{\partial \vec{u}}} \equiv \frac{1}{2}\left[\frac{\partial}{\partial r_{i}} u_{j}+\frac{\partial}{\partial r_{j}} u_{i}-\frac{2}{3}\left(\frac{\partial}{\partial \vec{r}} \cdot \vec{u}\right) \delta_{i j}\right] \tag{3.20}
\end{equation*}
$$

Here $p$ is the static pressure; $\eta, \zeta$ and $\lambda$ are respectively shear, viscosity, bulk viscosity and heat conductivity. To obtain explicit expressions for these transport properties, one is faced with the integration of Enskog equation. This can be done by a Chapman-Enskog procedure in a similar manner to that for the Boltzmann equation for dilute gases. We shall come back to this in the next section.
IV. SOLUTION OF THE ENSKOG EQUATION FOR PRACTICAL PURPOSES

We are, in fact, interested here, as with the Boltzmann dilute gas problem in solving the Enskog equation in some asymptotic sense. One such way is the Chapman-Enskog procedure. As one is only interested in linear transport coefficients, and thus, in weak inhomogendeities only, one starts expanding the r.h.s. of the Enskog equation in powers of a smallness parameter $\delta$. Later on we will set $\delta=1$. One has

$$
\begin{equation*}
\frac{\partial}{\partial t} f+\vec{v} \cdot \frac{\partial}{\partial \vec{r}} f=\frac{1}{\delta} J_{1}(f)+\delta^{0}\left[J_{2}(f)+J_{3}(f)\right]+\theta(\delta) \tag{4.1}
\end{equation*}
$$

Notice that here none of $J_{i}(i=4,5,6)$ have appeared, as they are already linear in $\delta$. Also, the $J_{1}$ operator is the linear Boltzmann operator up to a multiplicative constant. We shall also expand the distribution function

$$
\begin{equation*}
f=\sum_{n=0}^{\infty} \delta^{n} f^{(n)},\left[f^{(1)}=f^{(0)} \phi^{(1)}\right] \tag{4.2}
\end{equation*}
$$

At the $\delta^{0}$ order, one gets the local maxwellian

$$
\begin{equation*}
f^{(0)}=\frac{n(\vec{r}, t)}{[2 \pi k T(\vec{r}, t)]^{3 / 2}} \exp \frac{-[\vec{v}-\vec{u}(\vec{r}, t)]^{2}}{2 k T(\vec{r}, t)} \tag{4.3}
\end{equation*}
$$

together with the identification of density $n$, macroscopic velocity $\vec{u}$, and local temperature fields $T$,

$$
\left[\begin{array}{c}
n  \tag{4.4}\\
n \vec{u} \\
n\left(U+\frac{u^{2}}{2}\right)
\end{array}\right]=\left[\begin{array}{c}
n \\
n \vec{u} \\
n\left(\frac{3}{2} k T+\frac{u^{2}}{2}\right)
\end{array}\right]=\int d \vec{v}\left[\begin{array}{c}
1 \\
\vec{v} \\
v^{2} / 2
\end{array}\right] f^{(0)} .
$$

This leads to the standard subsidiary conditions

$$
\int d \vec{v}\left[\begin{array}{c}
1  \tag{4.5}\\
\vec{v} \\
v^{2} / 2
\end{array}\right] f^{(n)}=0 \quad(n>0)
$$

Now the gradients expansion of the l.h.s. of Enskog equation gives, at $\delta^{\text {Now }(0)}$-order,

$$
\begin{align*}
& \left(\frac{\partial}{\partial t} f\right)^{(0)}+\vec{v} \cdot \frac{\partial}{\partial \vec{r}} f^{(0)}-J_{2}\left[f^{(0)}\right]-J_{3}\left[f^{(0)}\right] \\
& =g \int d \mu f^{(0)} f_{1}^{(0)}\left[\phi^{(1)}+\phi_{1}^{\prime(1)}-\phi^{(1)}-\phi_{1}^{(1)}\right] \tag{4.6}
\end{align*}
$$

Here, for simplicity, we have introduced the differential element

$$
\begin{equation*}
d \mu \equiv \sigma^{2}(\vec{V} \cdot \hat{k}) d \hat{k} d \vec{v} d \vec{v}_{1} . \tag{4.7}
\end{equation*}
$$

One ought to identify $\left(\frac{\partial}{\partial t} f\right)^{(0)}$, and this is done through the exmansion

$$
\begin{equation*}
\left(\frac{\partial f}{\partial t}\right)^{(n)}=\sum_{m=0}^{n} \sum_{\alpha=1}^{5} \frac{\partial f^{(n-m)}}{\partial \bar{\Psi}_{\alpha}}\left(\frac{\partial \bar{\Psi}_{\alpha}}{\partial t}\right)^{(n)} \tag{4.8}
\end{equation*}
$$

where $\bar{\Psi}_{1} \equiv n_{;} \bar{\Psi}_{2,3,4} \equiv \vec{u} ; \bar{\Psi}_{5}=T$.
Like in the Boltzmann dilute gas case, the time evolution of the macroscopic quantities is obtained through the standard hydrodynamic equations. The continuity equation gives

$$
\begin{equation*}
\left(\frac{\partial n}{\partial t}\right)^{(0)}=-\frac{\partial}{\partial \vec{r}}(n \vec{u}), \tag{4.9}
\end{equation*}
$$

the momentum balance gives

$$
\begin{equation*}
\left(\frac{\partial \vec{u}}{\partial t}\right)^{(0)}=-\vec{u} \cdot \frac{\partial}{\partial \vec{r}} \vec{u}-\frac{1}{n} \frac{\partial}{\partial \vec{r}} \cdot \overrightarrow{\vec{P}}^{(0)}, \tag{4.10}
\end{equation*}
$$

and the energy balance

$$
\begin{equation*}
\left(\frac{\partial T}{\partial t}\right)^{(0)}=-\vec{u} \cdot \frac{\partial}{\partial \vec{r}} T-\frac{2}{3 n k} \overrightarrow{\vec{P}}^{(0)}: \frac{\partial}{\partial \vec{r}} \vec{u} \tag{4.11}
\end{equation*}
$$

Up to zeroth order in the gradients, we obtain from the identifications made in section 3 ,

$$
\begin{equation*}
P_{i j}^{k(0)}=n k T \delta_{i j} \tag{4.12}
\end{equation*}
$$

$$
\begin{align*}
P_{i j}^{\varphi(0)} & =\frac{1}{2} \sigma^{3} g \int d \vec{v} d \vec{v}_{1} d \hat{k}(\vec{v} \cdot \hat{k})\left[\xi_{i}^{\prime}-\xi_{i}\right] \xi_{j} \\
& =n^{2} b g k T \delta_{i j} \tag{4.13}
\end{align*}
$$

Combining now (4.12) and (4.13) we get for the total pressure tensor

$$
\begin{equation*}
P_{i j}^{(0)}=n k T[1+n b g] \delta_{i j} \tag{4.14}
\end{equation*}
$$

Equation (4.14 allows us to identify the factor $g(r)$ with the expression given by the virial equation of state given in section eq. (2.3) We still must evaluate the $J_{2}$ and $J_{3}$ terms. After some lengthy calculations, not reproduced here, one gets

$$
\begin{align*}
J_{2}\left(f^{(0)}\right)= & -n b g f^{(0)}\left\{\vec{\xi} \cdot\left[\frac{2}{n} \frac{\partial n}{\partial \vec{r}}+\frac{1}{T} \frac{\partial}{\partial \vec{r}} T\left(\frac{3 \xi^{2}}{10 k T}-\frac{1}{2}\right)\right]\right. \\
& \left.+\frac{2}{5 k T} \vec{\xi} \vec{\xi}: \frac{\partial}{\partial \vec{r}} \vec{u}-\left(1-\frac{\xi^{2}}{5 k T}\right) \frac{\partial}{\partial \vec{r}} \cdot \vec{u}\right\} \tag{4.15}
\end{align*}
$$

and

$$
\begin{equation*}
J_{3}\left(f^{(0)}\right)=-n b f^{(0)} \vec{\xi} \cdot \frac{\partial}{\partial \vec{r}} g \tag{4.16}
\end{equation*}
$$

Collecting the results obtained above, one gets the following linear integral equation for $\phi(1)$

$$
\begin{align*}
& \int d \mu f^{(0)} f_{1}^{(0)}\left[\phi^{\prime(1)}+\phi_{1}^{\prime(1)}-\phi^{(1)}-\phi_{1}^{(1)}\right]= \\
& \quad=\frac{1}{g} f^{(0)}\left\{\left[1+\frac{2}{5} n b g\right] \frac{1}{k T}\left[\xi_{i} \xi_{j}-\frac{\xi^{2}}{3} \delta_{i j}\right] \cdot \frac{\partial u_{i}}{\partial r_{j}}\right. \\
& \left.\quad+\left[1+\frac{3}{5} n b g\right]\left[\frac{\xi^{2}}{2 k T}-\frac{5}{2}\right] \xi_{i} \frac{1}{T} \frac{\partial}{\partial r_{i}} T\right\} \tag{4.17}
\end{align*}
$$

Notice the striking similarity of this equation to the linearized Boltzmann equation. Indeed Eq. (4.17) reduces to the latter if one sets $\mathrm{g}=\mathrm{I}$, and $\mathrm{b}=0$.

The remarkable feature of this equation is that if we already know the tensors $\vec{A}$ and $\overrightarrow{\vec{B}}$ which solve the Boltzmann equation, under the form

$$
\begin{equation*}
n \phi_{\text {Boltzmann }}^{(1)}=\vec{A} \cdot \frac{\partial}{\partial \vec{r}} \log T+\overrightarrow{\vec{B}}: \frac{\partial}{\partial \vec{r}} \vec{u} \tag{4.18}
\end{equation*}
$$

we automatically know the solution of Eq. (4.7). This solution can be written as

$$
\begin{align*}
& n \phi^{(1)}=\frac{1}{4}\left\{\left[1+\frac{3}{5} n b g\right] \vec{A} \cdot \frac{\partial}{\partial \vec{r}} \log T\right. \\
&\left.+\left[1+\frac{2}{5} n b g\right] \overrightarrow{\vec{B}}: \frac{\partial}{\partial \vec{r}} \vec{u}\right\} \tag{4.19}
\end{align*}
$$

Thus, the linear integral equation problem associated with the Enskog equation reduces to that of the linearized Boltzmann integral equation. One should also notice that the Enskog theory merely scales in time the solution of the Boltzmann equation. This is so because Enskog's theory amounts to assuming that a high density hard-sphere system behaves exactly like a dilute gas except that everything happens faster because of the higher rate of collision.
V. TRANSPORT COEFFICIENTS FROM ENSKOG EQUATION

In this section we shall give explicit expressions for the transport coefficients phenomenologically introduced in section 5. It suffices to explicitly evaluate the macroscopic fluxes up first order in the gradients. One may expect three different types of contribution ${ }^{*}$
(i) a standard kinetic part (already the one and only one given by the Boltzmann equation)
(ii) a potential part due to the (new Enskog) collisional transfer, and arising from $f(1)$
(iii) a potential part arising from $f^{(0)}$ and due to first order macroscopic-gradient terms in the hydrodynamic equations.
After some lengthy, but rather elementary manipulations (see, for instance, the book of Chapman and Cowling), one gets the pressure tensor:

$$
\begin{align*}
P_{i j}^{(1)}= & n\left(1+\frac{2}{5} n b g\right)\left[\frac{1}{n} \int d \vec{v} \xi_{i} \xi_{j} f^{(1)}\right] \\
& +\frac{n^{2} b g}{5}\left[\frac{1}{n} \int d \vec{v} \xi^{2} f^{(1)}\right] \delta_{i j} \\
- & \frac{n^{2} b^{2} g k^{1 / 2} T^{1 / 2}}{\eta^{3 / 2} \sigma^{2}}\left[\frac{6}{5}\left(\frac{\partial}{\partial \vec{r}} \vec{u}\right)_{i j}+\left(\frac{\partial}{\partial \vec{r}} \cdot \vec{u}\right) \delta_{i j}\right] \tag{5.1}
\end{align*}
$$

and the heat current

$$
\begin{aligned}
\stackrel{\rightharpoonup}{J}_{q}^{(1)}= & \frac{1}{2} n\left(1+\frac{3}{5} n b g\right) \frac{1}{n} \int d \vec{v} \vec{\xi} \xi^{2} f^{(1)} \\
& -\frac{3}{2} \frac{k n^{2} b^{2} g(k T)^{1 / 2}}{n^{3 / 2} \nabla^{2}} \frac{\partial}{\partial \vec{r}} T
\end{aligned}
$$

[^8]Now, the dilute gas transport eoefficents can be identified. Indeed they are obtained by setting $b=0$. Thus, we get (a superscript $B$ means the Boltzmann dilute gas limit):

$$
\begin{equation*}
P_{i j}^{(1) B}=\int d \vec{v} \xi_{i} \xi_{j} f^{(1) B}=-2 \eta^{B}\left(\frac{\stackrel{\rightharpoonup}{\partial \vec{r}}}{\partial \vec{u}}\right)_{i j} \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\vec{J}_{q}^{(1) B}=\frac{1}{2} \int d \vec{v} \vec{\xi} \xi^{2} f^{(1) B}=-\lambda^{B} \frac{\partial T}{\partial \vec{r}} . \tag{5.4}
\end{equation*}
$$

They are well known definitions for dilute gases. From equations (5.3) and (5.4) we get $\eta^{B}$ and $\lambda^{B}$ respectively, but this is already known. Now, incorporating $\eta^{B}$ and $\lambda^{B}$, and also taking (4.14) $\left[\mathrm{P}^{(0)} p_{0}\right]$

$$
P_{0} / n k T=1+n b g
$$

(this equation is the exact equation of state for a hard-sphere gas) and

$$
\begin{equation*}
\bar{\omega}=\frac{n^{2} b^{2} g(k T)^{1 / 2}}{\pi^{3 / 2} \sigma^{2}} \tag{5.6}
\end{equation*}
$$

we have the complete Enskog pressure tensor again

$$
\begin{align*}
P_{i j}= & P_{i j}^{(0)}+P_{i j}^{(1)}=\left[p_{0}-\bar{\omega}\left(\frac{\partial}{\partial \vec{r}} \cdot \bar{u}\right)\right] \delta_{i j} \\
& -\left[\frac{2 \eta^{B}}{g}\left(1+\frac{2}{5} n b g\right)^{2}+\frac{6}{5} \bar{\omega}\right]\left(\frac{\partial}{\frac{\partial}{\partial \bar{r}}} \bar{u}\right)_{i j} \tag{5.7}
\end{align*}
$$

and the Enskog heat flux

$$
\begin{equation*}
\vec{J}_{q}^{(1)}=-\left[\frac{1}{g}\left(1+\frac{3}{5} n b g\right)^{2} \lambda^{B}+\frac{3}{2} k \bar{w}\right] \frac{\partial}{\partial \bar{r}} T \tag{5.8}
\end{equation*}
$$

Notice that Eq. (5.5) is the exact equation of state for a hard-sphere gas. Approximate values of $\eta^{B}$ and $\lambda^{B}$ are known. They are

$$
\begin{equation*}
\eta^{B}=\frac{5}{16} \frac{(k T)^{1 / 2}}{\sigma^{2} \eta^{1 / 2}} \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda^{B}=2.52 \frac{3 k}{2} \eta^{B} \tag{5.10}
\end{equation*}
$$

The Enskog transport coefficients are now obtained by identification of (5.7) and (5.8) with the phenomenological laws (3.18) and (3.19) respectively. one obtains

$$
\begin{equation*}
\eta=\eta^{B} \frac{1}{g}\left(1+\frac{2}{5} n b g\right)^{2}+\frac{3}{5} \bar{\omega} \tag{5.11}
\end{equation*}
$$

$$
\begin{equation*}
\zeta=\bar{\omega} \tag{5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda=\lambda^{B} \frac{1}{g}\left(1+\frac{3}{5} n b g\right)^{2}+\frac{3}{2} k \bar{w} \tag{5.13}
\end{equation*}
$$

We notice that the bulk viscosity $\boldsymbol{\zeta}$, given by (5.12) exists and
not vanishing, in contrast to the Boltzmann dilute gas case, where it does not appear.

Enskog transport coefficients are usually discussed in terms of reduced quantities, ie. $\boldsymbol{\eta} / \boldsymbol{\eta}^{B}, \boldsymbol{\zeta} / \boldsymbol{\eta}^{B}$, and $\boldsymbol{\lambda} / \boldsymbol{\lambda}^{B}$. For hard spheres these ratios are temperature independent functions of nb. Also, an important feature of Enskog transport coefficients appears if a suitable new quantity is introduced. One introduces the new quantity $\mathbf{y}$

$$
\begin{equation*}
y \equiv n b g \tag{5.14}
\end{equation*}
$$

In terms of this new quantity, one has the following reduced Enskog transport coefficients:

$$
\begin{gather*}
\eta / \eta^{B}=\left[\frac{1}{y}+0.8+0.7614 y\right] n b \\
\zeta / \eta^{B}=1.002 y n b  \tag{5.16}\\
\lambda / \lambda^{B}=\left[\frac{1}{y}+1.2+0.7574 y\right] n b
\end{gather*}
$$

A correction factor of the form (5.17) was already proposed on semi-empirical grounds by $G$. Jager in 1900! In these expressions the first term is purely kinetic. The last one is the contribution from the potential part alone. The middle term represents the cross contribution from the kinetic and potential parts of the corresponding fluxes in the correlation-function approach.

Equations (5.15) to (5.17) graphically displayed in Fig. (5.1) deserve some comments and physical interpretation. Consider, for in stance, the heat conductivity (5.17).

Though we do not want to discuss fluid mixtures here, just for the sake of completeness we recall that in the Enskog theory the self diffusion coefficient is given in terms of the time scaled Boltzmann dilute gas coefficient $D=D^{B} / g$ with $D^{B}=\frac{3}{8 n \sigma^{2}}\left(\frac{k T}{\pi}\right)^{1 / 2}$.


Fig. 5.I. The transport coefficients of a gas composed of hard spheres according to the theory of Enskog. A: reduced heat conductivity (eq. 5.17); B: reduced shear viscosity (eq. 5.15); C: reduced bulk viscosity (eq. 5.16) (All reduced quantities divided through nb).

The three contributions to (5.17) can be recast in a two-term decomposition,

$$
\begin{gather*}
\lambda=\lambda_{1}+\lambda_{2},  \tag{5.18}\\
\lambda_{1} / \lambda^{B} \equiv \frac{1}{y}+\frac{3}{5},  \tag{5.19}\\
\lambda_{2} / \lambda^{B} \equiv \frac{3}{5}\left(1+\frac{3}{5} y\right)+\frac{32 y}{25(1.02513) \pi} \tag{5.20}
\end{gather*}
$$

Equation (5.19) shows that the (standard) translatory transport account-
ted for by the $\boldsymbol{\lambda}$ - coefficient decreases monotonically with increasing compression (density) at constant temperature as would be expected. The collisional contribution, given by (5.20) however increases linearly with increasing compression, becoming the dominant part in the high density fluid. Both terms are plotted in Fig. 5.2. together with the sum as given by equation (5.17).


Fig. 5.2 Translatory 1, collisional 2, and total 3, heat conductivity contributions for an Enskog fluid of hard spheres.

Another remarkable feature of the reduced Enskog transport coefficients is that both the shear viscosity and the heat conductivity show a relevant minimum value as function of $y$, whereas the bulk viscosity does not. Obviously this latter quantity vanishes as $y$ goes to zero. The respective minima correspond to the following values

$$
\begin{align*}
& {\left[7 / \eta^{8}\right]_{\text {min }}=2.545 \mathrm{nb} \text { at } y=1.146}  \tag{5.21}\\
& {\left[\lambda / \lambda^{B}\right]_{\text {min }}=2.938 \mathrm{nb} \text { at } y=1.151}
\end{align*}
$$

This qualitàtive behaviour shown by Enskog transport coefficients fits nicely with the experimental data as we will see in the next section.
VI. COMPARISON WITH EXPERIMENTAL DATA

This section stems from fruitful discussions with Dr. K. Lucas, during the School, and in fact it has been written in collaboration with him.

Although the molecules of a real (simple monatomic) gas cannot be considered as hard spheres, Enskog's theory has been widely used to interpret experimental data of transport coefficients. The main reason is the lack of similarly simple expressions for the density dependence of the transport properties for more realistic models.

Let us first discuss an important qualitative feature of Enskog transport coefficients already pointed out in the preceding section. We have indicated that two of Enskog's hard-sphere transport quantities show a minjmum value as functions of $y$, i.e., as functions of density. Is it not remarkable that experimental heat conductivity data show beautifully such a minimum (even for a polyatomic gas) ? Figure 6.I illustrates this minimum for the heat conductivity of nitrogen. This result dates from 1953.


Fig. 6.1 Heat conductivity of nitrogen as a function of the density illustrating the existence of the Enskog minimum. Taken from McLaughlin (1964), where the original reference can be found.

For a quantitative comparison of the theory with experimental data, a direct procedure is to compare the density dependence of the experimental transport coefficents of a real gas with that of a hard-sphere gas with the same Boltzmann dilute fluid values for $\eta^{B}$ and $\lambda^{B}$. This is achieved by calculating with equation (5.9) an effective diameter,
$\boldsymbol{\sigma}$, and thus an effective value of $b$. The $g$ comes from the known equation of state. Using this method the viscosity and heat conductivity of noble gases are compared with the predictions of Enskog theory. (see figures 6.2 and 6.3).


Fig. 6.2 Experimental shear viscosities of helium, neon, argon, krypton and xenon compared with the theory of Enskog. Taken from Sengers (1968) where the original references may be found. The transition for a hard-sphere fluid is $\mathrm{bn} \simeq 1.8$.


Fig. 6.3 Experimental heat conductivities of neon and argon compared with the theory of Enskog. Taken from Sengers (1968) where the original references may be found.

It is seen that the data follow the predicted behavjour up to a density of $b n=0.4$. This figure corresponds for helium to a density of about 650 Amagat units, for neon to about 400, for argon to about 160 and for xenon to 65. These are considered as moderate densities.

At higher densities, however, the theoretically expected increase is
too large. Usually the experimental data are not compared with the theory of Enskog by the method just described and for this very reason we turn our attention to another procedure**

The situation can be considerably improved in the following way. As relations (5.15) and (5.17) express the transport ratios in terms of equilibrium properties, attempts have been made to represent the transport coefficients of a real gas by the Enskog formulas using for both b and g effective values deduced from the compressibility isotherms of the real gas. One possiblity would be to derive bng from the experimental compressibility factor ( $p_{o} / n k T$ ), using (5.5).

Since it happens that, for a hard-sphere gas, the external pressure $p_{0}$ and the "thermal pressure" $T\left(\frac{\partial P_{0}}{\partial T}\right)$ are equal ${ }^{* *}$, another possibility for extending the applicability of the theory of Enskog to a real gas is to deduce explicit values of bng from the experimental thermal pressure, using the relation

$$
\begin{equation*}
T\left[\partial p_{0} / \partial T\right]=n k T(1+n b g) \tag{6.1}
\end{equation*}
$$

with

$$
\begin{equation*}
\lim _{n \rightarrow 0} g(\sigma)=1 \tag{6.2}
\end{equation*}
$$

This suggestion, in fact, goes back to Enskog himself. Notice that taking (6.3) as valid for real molecules, is meant to be just an ad hoc assumption made only in order to see what comes out of the

* The values $(1 / n)=0.54 b \quad\left(=1.59 v_{0}=1.12 \sigma^{3} ; v_{0_{0}}=\sigma^{3} / \sqrt{2}\right.$ is the volume per sphere in a regular close-packed array of ${ }^{O_{N}}$ spheres) and ( $\mathrm{p} / \mathrm{nkT}$ ) $=10.3$ give respectively the minimum volume and the maximum ratio of ( $\mathrm{p} / \mathrm{T}$ ) at which the flyid phase is stable. One amagat is the density of the substance at $0^{\circ} \mathrm{C}$ and 1 atm . Thus the density expressed in Amagat units is a dimensionless quantity that represents the ratio between the actual density and the density of the gas at $0^{\circ} \mathrm{C}$ and 1 atm. 3 For instance, for neon 400 Amagat ugits correspond to 0.35992 $\mathrm{g} / \mathrm{cm}^{3}$ (One Amagat is around $0.0008998 \mathrm{~g} / \mathrm{cm}^{3}$ ),
** In standard textbooks on equilibrium thermodynamics, one finds that the external pressure $\mathrm{p}_{\mathrm{o}}$ can be written as $\mathrm{p}_{\mathrm{o}}=\mathrm{T}(\boldsymbol{\partial} \mathrm{P} / \boldsymbol{\partial T})_{\mathrm{V}}$ - $(\boldsymbol{\partial U} / \boldsymbol{\partial V})_{\mathrm{T}}$ where $T(2 \mathrm{p} / 9 \mathrm{~T})_{T}$ is called the thermal pressure and ( $\left.0 \mathrm{U} / 2 \mathrm{~V}\right)_{T}$ the internal pressure. The internal pressure represents the force ${ }^{T}$ of cohesion of the molecules. For a gas of hard spheres $(\mathbf{2} \mathrm{U} / \mathbf{8} \mathrm{V})_{\mathrm{T}}=0$ and the external pressure is equal to the thermal pressure.
comparison of this adaptation of Enskog's theory with the experimental data. In addition to nog, an effective value of $b$ (the "co-volume") is needed, also. This latter parameter can be given explicit values by just looking at the limit of $g$ as $n$ vanishes, and the ratios ( $\eta / q^{B}$ ) and $\left(\boldsymbol{\lambda} / \boldsymbol{\lambda}^{B}\right.$ ) reduce to one. If the experimental ( $p_{0}, n$ ) relation is expressed in the virial form

$$
\begin{equation*}
\left(P_{0} / n k T\right)=1+n B(T)+\theta\left(n^{2}\right) \tag{6.3}
\end{equation*}
$$

$b$ is related to the second virial coerficient, $B$, through its temperature derivative.

$$
\begin{equation*}
b=\frac{d(T B)}{d T} \tag{6.4}
\end{equation*}
$$

This empirical ad hoc adaptation or modification of the Enskog thoery obtained by substituting (6.3) into (5.15) and (5.17) and thus relating the $\left(\eta / \eta^{B}\right)$ and $\left(\lambda / \lambda^{B}\right)$ ratios to the experimental $p-V-T$ data, has been used by many authors. Typical results that are obtained for the transport coefficients of the noble gases are shown in figures 6.4 and 6.5 and Table $I$. The dotted curves represent the behaviour predicted by this procedure. In the density range shown, the differene between calculated and experimental data never exceeds $15 \%$. We thus see that the theory of Enskog describes the main trend of the density dependence fairly well over a large density range to within about $10 \%$, up to densities of 600-700 Amagat. The most complete comparison of this empirical modification of Enskog theory and experimental data can be found in a rent paper by Henley, McCarty and Cohen (1972).


Fig. 6.4 Experimental shear viscosities of helium, neon, argon, krypton and xenon compared with the empirical ad hoc modification of the theory of Enskog. Taken from Sengers (1965, 1968), where the original references can be found.

TABLE I

| $p$ (amagat) | $\frac{\text { Mcalc }-\eta_{\mathrm{exp}}}{\eta_{\mathrm{exp}}}(\%)$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 100 | 200 | 300 | 400 | 500 | 600 | 700 |
| Helium $0^{\circ} \mathrm{C}$ | 0\% | 0\% | -1\% | -2\% | -4\% |  |  |
| Neon $+75^{\circ} \mathrm{C}$ | +1\% | +1\% | +1\% | +1\% | +1\% | +1\% | +1\% |
| Neon $+25^{\circ} \mathrm{C}$ | +1\% | +1\% | +1\% | +1\% | +1\% | +2\% | +2\% |
| Argon $+75^{\circ} \mathrm{C}$ | 0\% | -3\% | -5\% | -8\% | -10\% | -12\% |  |
| Argon $400^{\circ} \mathrm{C}$ | +5\% | +5\% | 0\% |  |  |  |  |
| Xenon $+75^{\circ} \mathrm{C}$ | +14\% | +10\% | 0\% | -7\% |  |  |  |
| $p$ (amagat) | $\frac{\lambda_{\text {calc }}-\lambda_{\operatorname{exptl}}}{\lambda_{\operatorname{exptl}}}$ |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  | 100 | 200 | 300 | 400 | 500 | 600 | 700 |
| Neon $+75^{\circ} \mathrm{C}$ | 0\% | 0\% | 0\% | -1\% | -2\% | -2\% | -2\% |
| Neon +250 ${ }^{\circ} \mathrm{C}$ | 0\% | -1\% | -2\% | -2\% | -3\% | -4\% | -4\% |
| Argon $+75{ }^{\circ} \mathrm{C}$ | -3\% | -7\% | -11\% | -12\% | -13\% | -15\% |  |
| Argon $-90^{\circ} \mathrm{C}$ | +1\% | -4\% | -8\% | -6\% | - $4 \%$ |  |  |

Comparison of the shear viscosity and the heat conductivity of the Noble Gases with the empirical modification of Enskog's theory. Taken from Sengers (1965) where the original references can be found.


Fig. 6.5. Experimental heat conductivities of neon and argon compared with the empirical ad hoc modification of the theory of Enskog. Taken from Sengers (1965, 1968) where the original references can be found.

However, while being a practically useful recipe for predicting transport properties over a wide range of thermodynamic states, the procedures cited above should not be regarded as rigorous tests of the theory, or of Bnskog's kinetic equation, or of the hard-sphere model, which has been put into it. One should not conclude on this basis of acceptable agreement with experiment, that Enskog's equation and the hard-sphere model represent the actual fluid behaviour correctly in the region studied.

A more rigorous test of the hard-sphere model has been given in a sequence of papers by Dymond, and Alder and Dymond, on the basis of the biew, that for transport properties, the hard-sphere model is equivalent to the van der Waals model of a fluid. According to this model, the molecules have a potential made up of a hard core plus a weak uniform negative part as shown in figure 6.6.


Fig. 6.6 The potential function of a van der Waals fluid

This model is highly idealised. However, as far as the attractive part goes, real system approximate this picture at densities higher than critical, where the range of the intermolecular forces can be considered large relative to the intermolecular spacing, the net resulting attractive force on a molecule between its nearest neighbours being close to zero. If furthermore, the temperature of the fluid is sufficiently high (T>Tc, Tc: critical temperature), so that the kinetic energy of molecules is large compared to the potential energy, the true molecular motion will approximate a succession of linear trajectories and hard core collisions. As far as the repulsive part of the potential goes, it is steep for real molecules, but not infinitely steep. Within the van der Waals model, this can be accounted for by a temperature
dependent hard-sphere diameter, decreasing with increasing temperature. We can therefore expect real fluids to follow the van der Waals model at densities and temperatures above the critical values with a core site decreasing with increasing temperature.

It is known, that the $\mathrm{p}-\mathrm{V}-\mathrm{T}$ data of real fluids can be represented by a van der Waals type of equation of state at densities and temperatures above the critical values. In support of this molecular dynamics. calculations for square-well molecules show that a plot of ( $\mathrm{p}^{\nabla} \circ / \mathbb{N k} \mathrm{T}$ ) versus ( ${ }^{l} / T$ ) is straight for high densities and high temperatures, in agreement with the van der Waals equation, down to approximately the critical temperature. The equation can be written in the form

$$
\begin{equation*}
\frac{P}{n k T}=\left(\frac{P}{n k T}\right)_{H . S .}-\frac{a_{1}}{N k T V} \tag{6.5}
\end{equation*}
$$

The first term of the r.h.s. accounts for the hard-sphere contribution for which an accurate equation is available, in terms of the hard-sphere diameter (see the paper by Carnahan and Starling (1969). At lower temperatures, deviations from this linear representation, and therefore deviations from the van der Waals equation becomes apparent.

When experimental data for ( $\mathrm{p} / \mathrm{nKT}$ ) are plotted versus ( ${ }^{1} / \mathbb{T}$ ) for density and temperatures above the critical, one gets, however, nonlinear representations up to the highest experimental temperatures. This behaviour is shown in figure 6.7.


Fig. 6.7
Experimental $p-v-T$ data as a function of $\frac{1}{T}$

This curvature is interpreted in terms of a temperature dependent hardsphere diameter $\sigma$. At every desired temperature, the tangent is drawn The intercepts of these (high temperatures) slopes with the ( $\mathrm{P} / \mathrm{nKT}$ ) axi: give "experimental" hard-sphere values, indeed functions of both temperature and density. These values, when interpreted in terms of the Carnahan-Sterling equation of state, lead to temperature-dependent ’ard-sphere diameters, $\sigma$. For densities and temperatures above critical it just happens that $\boldsymbol{\sigma}$ does not show any density dependence. This provides further evidence of the usefulness and validity of the van der Waals model in that region. A qualitative display of the temperature dependence of $\sigma$ is given in fig. 68.


Fig. 6.8 A qualitative sketch of the dependence of $\boldsymbol{\sigma}$ on $T$

Thus, using the values of $\sigma$ obtained from experimental $p-V-T$ data, and the Carnahan-Sterling equation of state, the Enskog gas transport properties can be evaluated, and directly compared to experimental results. In doing this, one must realise however that at high densities, Enskog theory does not strictly apply. This is because of the systematic neglect of momentum correlations of the hard-spheres, in the Enskog molecular chaos assumption. Dymond and Alder (1966) have shown that the viscosity and heat conductivity of some noble gases can be predicted within $10 \%$ for densities and temperatures above the critical values, by means of Enskog's equations. The results are very satisfactory for argon, krypton and xenon, and less satisfactory for neon, where experimental values are only available at high temperatures, well above critical. The temperature dependence is also quite well reproduced. This is to be expected, as a consistent temperature dependent diameter $\boldsymbol{\sigma}$ has been used. Such a representation is graphically depicted in figure 6.9.


Fig. 6.9 Heat conductivity (in units of $10^{-3} \frac{\mathrm{~W}}{\mathrm{O}}$ ) of argon at four isotherms: - $(2.7305 \mathrm{Tc})$; $0(1.974 \mathrm{Tc})^{\mathrm{Tm}}$ \& $(2.305 \mathrm{Tc})$;
$+(1.809 \mathrm{Tc})$; Points are calculated values using Enskog theory. The solid curves are experimental curves of Michels and Le Nendre. Notice that the two upper curves belong to the I.h. ordinate axis, whereas the two lower curves belong to the r.h. axis. Taken from unpublished results of K .Lucas

In another paper, Dymond and Alder (1968) have verified for the self diffusion coefficient, that computer calculated corrections to the Enskog predictions, by removing the molecular chaos assumption, given agreement between calculated and experimental results, within
the accuracy of the experimental and machine generated data. This gives further evidence of the validity of the van der Waals model for transport properties at high densities and temperatures*

Yet another method of testing the hard-sphere model has been given recently by Dymond (1973, 1974). P-V-T data are no longer used to determine the hard-sphere diameter. As a matter of fact, according to Dymond's suggestions, in order to test the models, there is no need of knowing the diameter, $\boldsymbol{\sigma}$, in advance. Corrections for correlated molecular motions, due to molecular dynamics computations by Alder and Wainwright, are used together with Enskog's transport properties. The hard-sphere results, e, g., for viscosity, are represonted in the form

$$
\begin{align*}
\eta^{*} & \equiv\left(\eta / \eta^{B}\right)\left(\frac{v}{v_{0}}\right)^{2 / 3}=\left(\eta / \eta^{E}\right)\left(\eta^{E} / \eta^{B}\right)\left(\frac{v}{v_{0}}\right)^{2 / 3} \\
& \equiv f\left(\log \left[v / v_{0}\right]\right) . \tag{6.6}
\end{align*}
$$

Here $q^{E}$ denotes the standard Enskog transport coefficient and ( $\ell / \eta^{E}$ ) the computer empirical correction for correlated molecular motions. The values of $\eta^{*}$ can also be plotted from experimental viscosity data as a function of $v$ without any prior knowledge of the hardsphere diameter, $\boldsymbol{\sigma}$. Where both curves are superimposable, the hard-sphere theory does represent the density dependence of the data. $\sigma$ or $v_{o}$, can be determined from points where the two curves coincide. Dymond then shows, that coincidence between the two curves is reached within the limits of the accuracy of the experimental data and the hard-sphere corrections for densities, from above twice the critical density down to about 1.2 times the critical density. The agreement, for heat conductivity and selfdiffusion, is similar or even better. Since $\boldsymbol{\sigma}$ has been determined from high-density viscosity

Extension of this procedure to polyatomic fluids, even with approximately spherical molecules, do not provide results of comparable quality. Viscosity deviations are of order of $15 \%$ even at high densities, whereas such deviations in the noble gas cases are within 1 to $3 \%$. For heat conductivity the situation is even worse because of the neglect of the influence of the internal degrees of freedom (K. Iucas and G. Ackman; unpublished results).
data no further adjustable parameter is available, and thus true a priori predictions are being made. It is remarkable that the density region considered corresponds to a large band of thermodynamic states, where the transport properties change value by a factor of more than 3. Such agreement is not reached in any of the known empirical modifications of the Enskog. theory on the dense region (see for instance figures 6.2 through 6.5).

Applying now the recipe to liquid transport properties data (for $T<T c$ and density above critical), one finds that the hard-sphere diameter has to be pressure-dependent as well as slightly temperaturedependent. Here again, once $\sigma$ has been fixed at some given thermodynamic state of a substance from data of one property, the other transport properties are predicted without any further empirical information. One cannot, however, expect the hard-sphere model to be valid at low fluid temperatures, as there the actual non-uniformity of the attractive potential becomes important.

The procedure has also been applied to polyatomic gases by Lucas and Ackmann (unpublished results). They have verified that for a number of quasi-spherical molecules, the viscosity could be represented in terms of the corrected Enskog theory almost as well as for the monatomic simple fluids. This may be useful for practical applications, though admittedly one parameter, the hard-sphere diameter, $\boldsymbol{\sigma}$, has to be adjusted to a high-density viscosity data point. One should, however, not consider this as evidence of a deep understanding of the behaviour of polyatomics in molecular collisions but merely accept it as a convenient empirical fact analogous to the situation with dilute polyatomic viscosity, according to the Chapman Enskog theory. No such good results can be found for the heat conductivity, as it is to be expected.

## VII. THE SQUARE-WELL FLUID

There is one more interrolecular potential that I will mention: the square-well function. The nice feature of the square-well potential (see Fig. l.l) is that it retains the impulsive property of the forces. The Enskog theory of square-well molecules has been developed by several authors. However, contrary to the situation with the hard-sphere gas, neither a computer calculation for square well fluids nor a time-corelation function approach seems to have been worked out. Also it should be stressed that what people have done in developing Enskog theory
for a square-well gas involves some additional ad hoc approximations that are not present in the hard-sphere gas case. An equation similar to the hard-sphere Enskog equation is thus given, though the r.h.s. is somewhat arbitrarily analysed, different parts arising from the possible distinct types of binary collisions between square-well molecules. The types of collisions or "partial collisions" may be summarised as follows: There will be an impulsive force at a separation $r=R \boldsymbol{\sigma}$ due to the outer edge of the well; the molecules may subsequently experience a hard-core collision at $\mathrm{r}=\boldsymbol{\sigma}$, followed by a further partial collision at $r=R \sigma$, when they separate. In writing the square-well two-body collision integral, all types of "partial collisions" give separate contributions. The molecular chaos assumption is applied to each "partial collision" independently. This is an additional assumption on top of the standard Enskog theory and should be valid, approximately, only for dense enough systems (see Davis, 1973)

Without going into any detailed description of the formal theory, we merely list here the relevant results given in the literature for a square-well model gas. The improvement proposed for the equation of state is:

$$
\begin{equation*}
\frac{P_{0}}{n k T}=1+n b\left[g(\sigma)+R^{3} g(R \sigma)\left(1-e^{\varepsilon / k T}\right)\right] \tag{7.1}
\end{equation*}
$$

The transport coefficients are also improved in the following way: For the shear viscosity one has

$$
\begin{aligned}
\eta= & \frac{5}{16 \sigma^{2}}\left(\frac{k T}{\pi}\right)^{1 / 2}\left\{\frac{\left(1+\frac{2}{5} n b\right)\left[g(\sigma)+R^{2} g(R \sigma) \alpha\right]^{2}}{g(\sigma)+R^{2} g(R \sigma)\left[\beta+\frac{1}{6}(\epsilon / k T)^{2}\right]}\right. \\
& \left.+\frac{48}{25 \pi} n^{2} b^{2}\left[g(\sigma)+R^{4} g(R \sigma) \beta\right]\right\} .
\end{aligned}
$$

The bulk viscosity is given by

$$
\begin{equation*}
\zeta=\frac{n^{2} b^{2}}{\pi \sigma^{2}}\left(\frac{k T}{\pi}\right)^{1 / 2}\left[g(\sigma)+R^{4} g(R \sigma) \beta\right] \tag{7.3}
\end{equation*}
$$

The heat conductivity

$$
\begin{align*}
\lambda= & \frac{75}{64 \sigma^{2}}\left(\frac{k^{3} T}{\pi}\right)^{1 / 2}\left\{\frac{1+\frac{3}{5} n b\left[g(\sigma)+R^{3} g(R \sigma) \alpha\right]^{2}}{g(\sigma)+R^{2} g(R \sigma)\left[\beta+\frac{11}{16}(\epsilon / k T)^{2}\right]}\right. \\
& \left.\frac{32}{25 \pi} n^{2} b^{2}\left[g(\sigma)+R^{4} g(R \sigma) \beta\right]\right\} \tag{7.4}
\end{align*}
$$

Here $\mathrm{g}(\boldsymbol{\sigma})$ is evaluated just inside the well at $\mathbf{r}=\boldsymbol{\sigma}^{+}$, whereas $g(R \boldsymbol{\sigma})$ is evaluated just outside the well. We have introduced

$$
\begin{align*}
& \alpha=1-e^{\epsilon / k T}+\frac{\epsilon}{2 k T}\left[1+\frac{4}{\eta^{1 / 2}} \exp \left(\frac{\epsilon}{k T} \int_{\epsilon / k T}^{\sigma} x^{2} \exp \left(-x^{2}\right) d x\right)\right]  \tag{7.5}\\
& \beta=e^{\epsilon / k T}-\frac{\epsilon}{2 k T}-2 \int_{0}^{\infty} x^{2}\left[x^{2}+\frac{r}{k T}\right]^{1 / 2} \exp \left(-x^{2}\right) d x . \tag{7.6}
\end{align*}
$$

The functions $\alpha$ and $\beta$ exist tabulated in the literature.
According to David (1973) and Gubbins (1973), the Enskog square-well theory would interpret experimental data for fluids for densities above critical, rather than standard " moderately dense" gas-like data, much better than the simple hard-sphere gas theory. In particular the temperature dependence of transport coefficients seems to go better with
physical reality.
VIII. FINAL COMMENTS

Even though we have found that Enskog's equation is certainly very useful in interpreting experimental data on transport properties of dense simple gases there are still fundamental questions to answer: what is, from first principles and from "exact" calculations, the domain of walidity of Enskog's equation? Can we derive it from the Liouville equation, as it has been done for the Boltzman's equation? Does Enskog's equation provide some further understanding of the general irreversible behaviour of a non-equilibrium gas (and isolated system)? Is it really valid for a hydrodynamic description/dense gases?

Nobdoy has been able as yet to produce an $H$-theorem for the Enskog equation. The difficult lies in the definition of the non-equilibrium entropy functional for the Enskog hard-sphere gas. It is only very recently that $D$. Hubert (unpublished results) has been able to provide an H-theorem for an Enskog-like type of equation. He uses ideas of Prigogine which have been presented at this School (see the lectures given by Prigogine). However, it has been shown by Lebowitz et al (1969) and by some other people (see e.g. Van Beijeren and Ernst (1973), Mo and Dufty (1974) that the actual Enskog equation is a short-time kinetic equation (valid at $t=0^{+}$only). If this result is taken strictly then we are faced with the problem that Enskog's equation, valid for times shorter than the mean free time between collisions, cannot be considered seriously as a kinetic equation for the hydrodynamic regime. We are just saying that there is no convincing argument why the Enskog equation should be a good approximation for the description of a gas on the time scale on which one can describe the nonequilibrium fluid in terms of hydrodynamic equations with simple transport coefficients. There remains an open line of research which, as a matter of fact, P. Resibois and J. Lebowitz are presently exploring. J. Lebowitz has discussed this problem in one of his lectures. One would like to define the Enskog equation in terms of some scheme that can be used to predict the (exact) high density corrections to Enskog, which are known from molecular dynamics or from general theories. With respect to computer analysis of hard-sphere systems, there is the beautiful work of Alder et al (1970). This work is a direct and unambiguous"experimental" test of the validity of the Enskog approach. Some of the results are shown in figures 8.1 and 8.2. The major assumption tested in the comparison is the molecular
chaos approximation. The errors appear to be fairly small for the heat conductivity whereas for the shear viscosity, the error is within $20 \%$, for $n{ }^{3}<0.8$.


Fig. 8.1. Ratio of exact hard-sphere molecular dynamics shear viscosity to Enskog hard-sphere viscosity (a computer experiment done with 108 molecules). Taken from Alder et al (1970) where detailed quantitative data can be found. See also Gubbins (1973) paper.


Fig. 8.2. Ratio of exact hard-sphere molecular dynamics viscosity to Enskog hard-sphre viscosity (computer experiment done with 108 molecules). Taken from Alder et al (1970), where detailed quantitative data can be found. See also Gubbins- (1973) paper.

Concerning the more basic point of view of the general theories, we know that Enskog's equation may be derived in a variety of ways from the BBGKY hierarchy, under some well defined ad hoc assumptions.

I do not want to engage here in a critical review of different formal "derivations" of Enskog's equation. However without aiming at being complete I'll merely list here a few of the papers that could be of interest: Pioneering efforts seem to be those of H.S. Green (Molecular Theory of Fluids, 1952; there exists a Dover reprint). R.F. Snider and C.F. Curtiss, Phys. Fluids 1 (1958) 122; 3 (1960) 903; J.V. Sengers and E.G.D. Cohen, Physica 27 (1961) 230. More recent papers include those of M.H. Ernst, Physica 32 (1966) 273; W.D. Henline and D.W. Condiff, J. Chem. Phys. 54 (1971) 5346; D.K. Hoffman and H.s. Green, J. Chem. Phys. 43 (1965) 4007; D.K. Hoffman and C.F. Curtiss, Phys. Fluids 8 (1965) 667. An Enskog theory for soft potentials has been recently worked out by G.B. Brinser and D.W. Condiff, J. Chem. Phys. 59 (1973) 6599.

Sengers has discussed at length the three-particle collision term in the generalized Boltzmann equation and has identified Enskog's approximation, Sengers (1973).

The discussion becomes easier if we consider a spatially homogeneous system. Retaining only the first few terms, the generalised Boltzmann equation has the form (Choh and Uhlenbeck),

$$
\begin{equation*}
\frac{\partial}{\partial t} f=J(f f)+K(f f f) \tag{8.1}
\end{equation*}
$$

Here J, K, are time-independent integral operators acting on the distribution function $f$. The operator $J$ is Boltzmann's collision integral and $K$ accounts for the effect of collisions that involve three molecules According to Enskog one can estimate, in a first approximation, the non-equilibrium correlations in configuration space by assuming that they are independent of the velocities and that they are the same as for a dense gas in equilibrium. This means that $g(\sigma)$ according to Enskog, gives the probability of finding two modules in contact $\left(r_{12}=\boldsymbol{\sigma}\right)$ even in the presence of gradients. This leads automatically to a replacement of the Boltzmann $J$ operator by the approximation

$$
\begin{equation*}
J^{E}(f f)=g(\sigma) J(f f) . \tag{8.2}
\end{equation*}
$$

The radial distribution function, $g(\boldsymbol{\sigma})$, has a virial representation given by equation (2.4) or else (2.11). If we substitute this virial series into ( 8.2 ), we obtain an expansion for the collision term, which can be compared with the formal expansion (8.1) for the generalised Boltzmann equation. We conclude that the Enskog theory theory approximates the three-molecule collision term $K(f f f)$ by

$$
\begin{equation*}
K^{\varepsilon}(f f f)=\frac{5}{8} n b J(f f)=\frac{5}{12} n \pi \sigma^{3} J(f f) . \tag{8.3}
\end{equation*}
$$

One finds that for a spatially homogeneous gas the Enskog transport coefficients are given in terms of simply scaled Boltzmann values

$$
\begin{equation*}
\eta^{E}=\eta^{B} / g(\sigma) \quad ; \quad \lambda^{E}=\lambda^{B} / g(\sigma) \tag{8.4}
\end{equation*}
$$

Use of the virial representation of $g(\boldsymbol{v})$, leads to the Enskog theory estimates of the three-molecule contributions to the transport properties

$$
\begin{align*}
& \eta^{E}=-\frac{5}{12} \pi \sigma^{3} \eta^{B}=-\frac{5}{8} b \eta^{B}  \tag{8.5}\\
& \lambda^{E}=-\frac{5}{12} \pi \sigma^{3} \lambda^{B}=-\frac{5}{8} b \lambda^{B} . \tag{8.6}
\end{align*}
$$

Sengers has identified these density corrections (or else (8.3)) in the full three-molecule collision problem, as the contribution of double-overlapping collisions i.e. two-body collisions where both colliding molecules are overlapping with a third molecule. The remaining contributions have also been discussed by Sengers.

Sengers has even compared the results given by the non-uniform Choh-Uhlenbeck equation and the density expansion of Enskog's properties (as given by equations (5.15) and (5.17)) and has found that the full three-molecule density corrections should be

$$
\begin{equation*}
\eta=[(-0.601 \pm 0.008)+0.800] b \eta^{8}, \tag{8.7}
\end{equation*}
$$

$$
\begin{equation*}
\lambda=[(-0.593 \pm 0.014)+1.200] b \lambda^{8} \tag{8.8}
\end{equation*}
$$

Whereas the density expansion of Enskog's theory gives (using equation (2.4))

$$
\begin{equation*}
\eta^{E}=[-0.625+0.800] 6 \eta^{B}, \tag{8.9}
\end{equation*}
$$

$$
\begin{equation*}
\lambda^{E}=[-0.625+1.200] b \lambda^{B} . \tag{8.10}
\end{equation*}
$$

Thus a fairly good agreement between Enskog predictions and more accurate results shows up. This adds one more surprising result.

A final question that I would like to comment on is a natural modification of Enskog's equation suggested recently by Van Beijeren and Ernst (1973,1974).

It is clear that the statistical factor introduced by Enskog is not exactly the local-equilibrium radial distribution function (describing the non-uniform state, the local equilibrium distribution function may be expected to involve gradients of the local density and higher powers of these gradients, as well as space derivatives of higher order than the first. In fact, the explicit form of the pair distribution function in a local-equilibrium state is well known. For hard spheres, it can be expressed as a nonlocal functional of the local density, which may be expanded around some fixed point; thus yielding explicitely all space derivatives mentioned above.

Recently Van Beijeren and Ernst have proposed to replace the function g in $\mathrm{Eq} .(2.8)$ by the exact local equilibrium distribution function $\overline{5}\left(\vec{r}_{1}, \vec{r}_{2}\right)$, which takes into account the spatial nonuniformities in the local equilibrium state. This replacement is completely in accordance with Enskog's arguments for modifying Boltzmann's "stosszahlansatz".

The local-equilibrium pair distribution function in a non-uniform state for a gas of identical hard spheres is a functional of the local number density $n(\vec{r}, t)$, and can be expressed in the form of a density expansion. We will not give here any details but will just comment
on what this natural modification implies.
The usual (2.8) and the Van Beijeren and Ernst modified form of the Enskog equation both lead to the same Navier-Stokes equations and to the same expression for the corresponding transport coefficients. However, the usual Enskog equation (2.8) does not account properly for second and higher order gradients contributions, and may not be used to derive (linear and non-linear) Burnett hydro-dynamic equations, and corresponding transport coefficients, as it has been indicated in the literature. (A discussion of the inadequacy of Enskog equation for short wavelength, high frequency phenomena may be found in a paper by E.P. Gross and D. Wisnivesky, Phys. Fluids 11 (1968) 1387.) The Van Beijeren and Ernst modified Enskog equation, on the other hand, can, in principle, be used for this purpose.

The Van Beijeren and Ernst modified Enskog equation also becomes exact for times much shorter than the mean free time between collisions That the standard Enskog, and so the van Beijeren and Ernst equation, may however be considered as astonishingly useful approximations is something that we have pointed out clearly in section VI. We thus only expect that the recent Rêsibois - Lebowitz approach to the Enskog equation will provide a deeper understanding of the approximation.
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I. MODELS

### 1.1. Generalities

One of the sad facts of life for someone who is seeking to get a firm grasp on non-equilibrium statistical mechanics, is the lamentably small number of models for which exact results are available. The situation in equilibrium statistical mechanics is much brighter in this respect. In particular, there is a variety of latice models which, to a certain extent, can be exactly solved. These exact results have proved of great value as reference points in the general development of the field.

Such reference points are, perhaps, of even greater significance in non-equilibrium statistical mechanics, where there are a number of qualitative problems in need of clarification. The most famous of these is probably the basic one of reconciling microscopic reversibility with macroscopic irreversibility. But that is only the first of a long list of fundemental questions. Clearly, the usefulness of models lies less in their ability to produce numbers to be compared with experiment, than in their value as guides in qualitative matters.

Aside from their usefulness, it would be dishonest for a theoretician to suppress the fact that working with models that are exactly soluble in some sense, is quite simply a lot of fun!

Such a frivolous remark should immediately be counterbalanced by a puritanical afterthought: Models can be dangerously misleading. The fact that a model is soluble is always due to some particular simplifying features, and precisely those features can be decisive for the answers to the questions asked.

Consequently, whereas the source of worry in the case of general formalisms is the postulated existence of objects used, or the soundness of approximations introduced, the problem in the case of soluble models is shifted to the scope and relevance of the model itself. Thus, physical insight and common sense are called for, and with such subjective elements introduced, mistakes are bound to be made.

Some of these introductory generalities should be recalled in specific contexts as we proceed.

### 1.2. Lorentz Models

The class of models we shall consider in the following are the so-called Lorentz models. In such models classical point particles without mutual interaction move in a random array of stationary scatterers. Lorentz models are glorified pin-ball machines! The shape of the scatterers, and the dimensionality of space can be chosen freely.

It is important to realize that Lorentz models are not weird products of the imagination of idle theoreticians! In some contexts they represent quite reasonable idealisations of nature. The spherical one, in particular, is much used to study transport problems with slow neutrons in a heavy medium [1] . Also electrons scattered on impurities in a metal can be described by a (quantum mechanical)Lorentz model [2]. And finally there is the instance Lorentz himself had in mind, namely the gas mixture in which the mass ratio is very large [3].

We shall not focus on the range of applicability in different contexts here, but the examples given show that Lorentz models are reasonably close to nature. We can therefore hope that the answers they provide to some qualitative questions are relevant in a more general context.

The crucial simplifying feature in Lorentz models is their linearity, resulting from the fact that the scatterers are not affected when hit by the moving particle. An immediate consequence is that Lorentz models can certainly not shed light on the important non-linear aspects of non-equilibrium theories. However, the completely linear case is still of sufficient interest in itself to warrant serious study. Also the understanding of non-linear phenomena presupposes a firm grasp of the linear ones.

The exposition that follows will not be a very systematic one. Rather, we shall see how Lorentz models in at least two general areas have proved useful. First we shall discuss the contraction from a kinetic to a hydrodynamic description. And next some central problems associated with higher density effects will be indicated. We close by advertizing Lorentz models as a challenging and fruitful field for rigorous work.

## II. FROM KINETIC THEORY TO HYDRODYNAMICS

### 2.1. The Boltzmann Equation

Let us,for the time being, assume that the number density $\mathrm{n}_{\mathrm{s}}$ of scatterers is sufficiently small that it makes sense to take the Boltzmann equation as the equation of motion for the one-particle distribution $f(\vec{r}, \vec{v}, t)$ of the moving particles. For infinite space and with no external forces, the equation reads

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\vec{v} \cdot \nabla\right) f(\vec{r}, \vec{v}, t)=B f(\vec{r}, \vec{v}, t) \tag{2.1}
\end{equation*}
$$

where $B$ is the collision operator.
If we specialize to the three dimensional Lorentz model with spherical scatterers of radius a, the operator is particularly simple, due to the isotropy of classical scattering off a sphere (not true in two, nor in thirteen dimensions!):

$$
\begin{equation*}
\operatorname{Bf}(\vec{r}, \vec{v}, t)=\frac{1}{4} n_{s} v a^{2} \int d \Omega_{\vec{v}^{\prime}}\left[f\left(\vec{r}, \vec{v}^{\prime}, t\right)-f(\vec{r}, \vec{v}, t)\right] . \tag{2.2}
\end{equation*}
$$

Since the kinetic energy of a point particle is a trivial constant of the motion in Lorentz models, any velocity distribution $\boldsymbol{\phi}$ (v), not only the Maxwellian, is an equilibrium distribution, and for simplicity we have assumed that all moving particles have the same v. The direction of $\vec{v}$ remains an interesting variable in $f(\vec{r}, \vec{v}, t)$, however, and in (2.2) the integration goes over all directions of the velocity $\vec{V}^{\prime}$ after the collision with a sphere.

The nice thing about (2.2) is, aside from its linearity, that it can be written in terms of a projection operator

$$
\begin{equation*}
\mathrm{B} f=\tau^{-l}(\mathrm{P}-\mathrm{l}) \mathrm{f} \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
P f=\frac{1}{4 \pi} \int d \Omega_{\vec{v}} f(\vec{r}, \vec{v}, t) \tag{2.4}
\end{equation*}
$$

(clearly $P^{2}=P!$ ), and where

$$
\begin{equation*}
\boldsymbol{\tau}=\left(n_{s} v \pi a^{2}\right)^{-1} \tag{2.5}
\end{equation*}
$$

is the mean free time, i.e., the average time between successive
collisions.
Taking Fourier transforms in space and Laplace transforms in time

$$
\begin{equation*}
f_{\overrightarrow{\mathrm{k}} z}(\overrightarrow{\mathrm{v}})=\int_{0}^{\infty} d t e^{-z t} \int d^{3} r e^{-i \vec{k} \cdot \vec{r}} f(\vec{r}, \vec{v}, t) \tag{2.6}
\end{equation*}
$$

one obtains the following form of the Boltzmann equation

$$
\begin{equation*}
(z+i \vec{k} \cdot \vec{v}) f_{\vec{k} z}=\frac{1}{\tau}(P-1) f_{\vec{k} z}+f_{\vec{k}}(t=0) \tag{2.7}
\end{equation*}
$$

### 2.2. Exact solution

The beauty of (2.7) is that it can be explicitly solved. We shall use a method of solution due to J.M.J. van Leeuwen. Rewrite (2.7) as follows:

$$
\begin{equation*}
f_{\vec{k} z}=\frac{\tau^{-1}}{z+\tau^{-1}+i \vec{k} \cdot \stackrel{\rightharpoonup}{v}} P f_{\stackrel{\rightharpoonup}{k} z}+\frac{f_{\vec{k}}(t=0)}{z+\tau^{-1}+i \vec{k} \cdot \vec{v}} \tag{2.8}
\end{equation*}
$$

Operate on this equation by $P$. The result is a closed equation for P $\mathrm{f}_{\mathrm{k}_{\mathrm{z}}}$ since

$$
\begin{align*}
P \frac{\tau^{-1}}{z+\tau^{-1}+i \hat{k} \cdot \vec{v}} & =\frac{1}{2} \int_{-1}^{1} d x \frac{\tau^{-1}}{z+\tau^{-1}+i k v x}  \tag{2.9}\\
& =\frac{1}{k v \tau} \tan ^{-1} \frac{k v \tau}{z \tau+1}
\end{align*}
$$

With $\operatorname{Pf}_{\vec{k} \mathbf{z}}$ determined, (2.8) shows that the complete $\mathrm{f}_{\overrightarrow{\mathrm{k}} \mathbf{z}}$ follows. One finds

$$
\begin{align*}
& f_{\vec{k} z}(\vec{v})=\frac{\tau^{-1}}{z+\tau^{-1}+i \vec{k} \cdot \vec{v}}\left[1-\frac{1}{k v \tau} \tan ^{-1} \frac{k v \tau}{z \tau+1}\right]^{-1} P \frac{f_{\vec{k}}(\vec{v}, 0)}{z+\tau^{-1}+i \vec{k} \cdot \vec{v}} \\
& \quad+\frac{f_{\vec{k}}(\vec{v}, 0)}{z+\tau^{-1}+i \vec{k} \cdot \vec{v}} \tag{2.10}
\end{align*}
$$

### 2.3. The Chapman-Enskog Ansatz

But having obtained the exact solution doesn't mean that there is nothing more to learn! On the contrary, we are now in the position to discuss approximation schemes with the confidence that a complete solution gives.

One old and important question in this context is: How does hydrodynamics come out of the Boltzmann equation?

The old answer to this question is provided by the ChapmanEnskog theory [3], which is based on the following idea: After a few mean free times the distribution $f(\vec{r}, \vec{v}, t)$ should, as far as its time dependence is concerned, become a functional of the slowly varying hydrodynamic fields which correspond to the constants of the motion: number, momentum and energy.

For the Lorentz model, there is no momentum conservation and energy conservation adds nothing to number conservation. So the only slowly varying field is the number density $n(\vec{r}, t)=4 \pi P f(\vec{r}, \vec{v}, t)$ for which the hydrodynamic equation is the diffusion equation

$$
\begin{equation*}
\frac{\partial}{\partial t} n(\vec{r}, t)=D \nabla^{2} n(\vec{r}, t) \tag{2.11}
\end{equation*}
$$

Correspondingly, the Chapman-Enskog ansatz reduces to

$$
\begin{equation*}
f(\vec{r}, \vec{v}, t) \underset{t \gg \tau}{\sim} f(\vec{r}, \vec{v} \mid n(\vec{r}, t)) \tag{2.12}
\end{equation*}
$$

In the general non-linear case the analogous ansatz is used to construct a scheme of successive approximations where the state of local equilibrium is used as a zeroth approximation. In the first approximation Navier-Stokes hydrodynamics is obtained, together with integral equations from which the transport coefficients can be determined for a given intermolecular potential.

The fact that we are considering a linear Boltzmann equation simplifies matters. In Fourier-Laplace language, the ansatz (2.12) says that for $z \tau \ll l, f{ }_{\mathrm{kz}}$ must be a function of $\vec{k}, \vec{v}$ and $P f_{\vec{k} z}$, and, in particular, its dependence on $P \mathrm{f}_{\mathrm{k} z}$ must be linear, i.e.

$$
\begin{equation*}
\mathrm{f}_{\mathrm{k}_{\mathrm{k}}}^{\sim} \underset{\mathrm{zr<<} I}{\sim} \chi_{\overrightarrow{\mathrm{E}}}(\overrightarrow{\mathrm{~V}}) \mathrm{P}_{\mathrm{f}_{\overrightarrow{\mathrm{k}} \mathrm{z}}}(\overrightarrow{\mathrm{v}}) \tag{2.13}
\end{equation*}
$$

On the other hand, we shall now show that the Chapman-Enskog ansatz in the linear case can be reformulated as an assumption on
the spectrum of the eigenvalue problem associated with the Boltzmann equation (2.1), namely

$$
\begin{equation*}
(B-i \overrightarrow{\mathrm{k}} \cdot \overrightarrow{\mathrm{v}}) \boldsymbol{\psi}_{\overrightarrow{\mathrm{k}}}(\overrightarrow{\mathrm{v}})=\Lambda_{\overrightarrow{\mathrm{k}}} \Psi_{\overrightarrow{\mathrm{k}}}(\overrightarrow{\mathrm{v}}) . \tag{2.14}
\end{equation*}
$$

Conservation of the number of particles tells us that in the limit $\overrightarrow{\mathrm{k}} \rightarrow 0$ there is an eigenfunction $\Psi_{0}^{H}(\vec{v})=1$ with eigenvalue $\Lambda_{0}^{H}=0$. For small $\overrightarrow{\mathrm{k}}$ this eigenvalue is small and negative, and the correspond ing eigenfunction is called the hydrodynamic mode. The Chapman-Enskog ansatz, in this language, amounts to the assumption that all other eigenfunction have eigenvalues with negative real parts of the order $-\tau^{-1}$. So for $t \gg \tau$ one can put

$$
\begin{gather*}
f_{\vec{k}}(\vec{v}, t) \simeq e^{\Lambda_{k}^{t}} \cdot\left\{\text { projection of } f_{\vec{k}}(\vec{v}, 0) \text { on } \Psi_{\vec{k}}^{H}(\vec{v})\right\} \\
=e^{\Lambda_{k}^{t}} \psi_{\vec{k}}^{H}(\vec{v}) \cdot\{\text { function of } \vec{k} \text { only }\} \tag{2.15}
\end{gather*}
$$

Laplace transformation of (2.15) then shows that the assumption made above on the spectrum of $B-i \vec{k} \cdot \overrightarrow{\mathrm{~V}}$ is equivalent to the ChapmanEnskog ansate (2.13) with $X_{\vec{k}}(\stackrel{\rightharpoonup}{\mathrm{v}})=\Psi_{\overrightarrow{\mathrm{k}}}(\overrightarrow{\mathrm{v}})$

We should like to construct the projector onto the hydrodynamic mode explicitly, however. And for those of us who learned about the eigenvalue problem in quantum mechanics, it is mildly unsettling that $B-i \vec{k} \cdot \overrightarrow{\mathrm{~V}}$ is not a hermitian operator. It is symmetric but, since $B$ is real, addition of - $i \vec{k} \cdot \vec{v}$ clearly makes it non-hermitian.

So let us make a minor digression to investigate how a projector onto an eigenstate of a non-hermitian operator is to be constructed. Suppose that A is an operator with eigenvalues $a_{i}$ and "right" eigenstates |i>:

$$
A|i\rangle=a_{i}|i\rangle
$$

Correspondingly the adjoint operator $A^{\dagger}$ has the eigenvalues $a_{i}^{*}$ and eigenstates |i'>

$$
A^{+}\left|i^{\prime}\right\rangle=a_{i}^{*}\left|i^{\prime}\right\rangle
$$

or, equivalently

$$
\left\langle i^{\prime}\right| A=a_{i}\left\langle i^{\prime}\right| .
$$

In other words, the primed states are the "left" eigenstates of A, and are in general different from the "right" ones. Their orthogonality properties are found in the usual manner

$$
\left\langle i^{\prime}\right| A|j\rangle=a_{i}\left\langle i^{\prime} \mid j\right\rangle=a_{j}\left\langle i^{\prime} \mid j\right\rangle
$$

from which it follows that if $a_{i} \neq a_{j},\left|i^{\prime}\right\rangle$ is orthogonal to $|j\rangle$. Consequently the coefficients in the expansion of an arbitrary state $|\Psi\rangle$ in terms of the "right" eigenstates

$$
|\psi\rangle=\sum_{i} c_{i}|i\rangle
$$

are, for the non-degenerate case, given by

$$
c_{i}=\frac{\left\langle i^{\prime} \mid \psi\right\rangle}{\left\langle i^{\prime} \mid i\right\rangle}
$$

and the projector onto $|i\rangle$ has the form

$$
\Pi_{i}=\frac{|i\rangle\langle i|}{\langle i \prime \mid i\rangle}
$$

Coming back to the Lorentz model, we define the scalar product a. 5

$$
\begin{align*}
\langle\phi \mid \chi\rangle & =\frac{I}{4 \pi} \int d \Omega_{\vec{v}} \phi^{*}(\vec{v}) \chi(\vec{v}) \\
& =p\left(\phi^{*} X\right) . \tag{2.16}
\end{align*}
$$

Since the operator $B-i \vec{k} \cdot \vec{V}$ is symmetric, its eigenstates and those of the adjoint operator $B+i \vec{k} \cdot \vec{v}$ are simply the complex conjugates of one another. Thus, the projector $\Pi_{\vec{k}}$, onto the hydrodynamic mode $\boldsymbol{\psi}_{\vec{k}^{(\vec{v})}}$ (we drop superscript $H$ from now on) is given by

$$
\begin{equation*}
\prod_{\vec{k}} f_{\vec{k}}(\vec{v})=\psi_{\vec{k}}(\vec{v}) \frac{P\left(\psi_{\vec{k}} f_{\vec{k}}\right)}{P\left(\boldsymbol{Y}_{\vec{k}}^{2}\right)} \tag{2.17}
\end{equation*}
$$

So far the discussion has been essentially model independent. And very little would change if we turned to the general, linearized Boltzmann equation. It would be necessary to consider five hydrodynamic modes rather than one, but aside from extended book-keeping, more complicated linear cases could be treated in the same manner as above [4].

In the case of the spherical Lorentz model, however, we can do better, and replace suggestive handwaving by hard facts $[5,6]$. We can go back to the exact solution (2.10) and examine the spectrum
of $\left[\tau^{-1}(P-1)-i \vec{k} \cdot \vec{v}\right]$ in detail. And we can calculate the hydrodynamic mode and its eigenvalue to all orders in $k$. Let us start with the second task.

### 2.4. The Hydrodynamic Mode

Operation with $P$ on (2.14), where now $B=\tau^{-1}(P-1)$, yields

$$
\begin{equation*}
-P\left(i \vec{k} \cdot \vec{v} \psi_{\vec{k}}\right)=\Lambda_{k} P \psi_{\vec{k}}=\Lambda_{k} \tag{2.18}
\end{equation*}
$$

where we have chosen the normalization $P \boldsymbol{Y}_{\vec{K}}=1$. By the same token

$$
B \psi_{\overrightarrow{\mathrm{k}}}=\tau^{-1}-\tau^{-1} \boldsymbol{\psi}_{\overrightarrow{\mathrm{k}}}
$$

so that (2.14) can be written

$$
\begin{equation*}
\psi_{\vec{k}}(\stackrel{\rightharpoonup}{v})=\frac{\tau^{-1}}{\tau^{-l}+\Lambda_{k}+i \vec{k} \cdot \vec{v}} \tag{2.19}
\end{equation*}
$$

With $\Lambda_{\vec{k}}$ given by (2.18) this is really a non-linear integral equation for $\boldsymbol{\psi}_{k}$, but the trick is to take the spherical average of (2.19) and appeal to (2.9) with the result

$$
\begin{equation*}
I=\frac{1}{k v \tau} \quad \tan ^{-1} \frac{k v \tau}{\tau \Lambda_{k}+1} \tag{2.20}
\end{equation*}
$$

This equation has a solution for the eigenvalue $\Lambda_{k}$, provided that kv ट $\leqslant \boldsymbol{\pi} / 2$, and it reads

$$
\begin{equation*}
\Lambda_{k}=\boldsymbol{\tau}^{-1}[-1+k v \boldsymbol{\tau} \quad \cot (k v \boldsymbol{\tau})] \tag{2.21}
\end{equation*}
$$

The hydrodynamic mode then follows from (2.19) as

$$
\begin{equation*}
\Psi_{\vec{k}}(\vec{v})=\frac{1}{k v \tau \cot (k v \tau)+i \vec{k} \cdot \vec{v} \tau} \tag{2.22}
\end{equation*}
$$

What is the meaning of the eigenvalue $\Lambda_{k}$ ? Take the spherical average of (2.15) to get

$$
n_{k}(t) \simeq e^{\Lambda_{k} t} \cdot\{\text { function of } \vec{k}\}
$$

Consequently, for $t \gg \boldsymbol{\tau}, \mathrm{n}_{\mathrm{k}}(\mathrm{t})$ satisfies the differential equation

$$
\begin{align*}
\frac{\partial n_{\vec{k}}(t)}{\partial t} & =\Lambda_{k} n_{\vec{k}}(t) \\
& =-k^{2} D_{k} n_{\vec{k}}(t) \tag{2.23}
\end{align*}
$$

where $D_{k}$ is a perfectly nice, regular diffusion kernel from which the ordinary diffusion constant $D=\frac{1}{3} v^{2} \tau$ follows, in the limit $\mathrm{k} \rightarrow$. Note that whereas the power series expansion of $\mathrm{D}_{\mathrm{k}}$ converges up to $k v \boldsymbol{\tau}=\boldsymbol{\pi}$, the hydrodynamic mode does not exist beyond $k v \boldsymbol{\varepsilon}=\boldsymbol{\pi} / 2$. The sweeping conclusion is: Convergence radii shouldn't be taken all that seriously in physicsi

Let us finally write down the Hydrodynamic Equation in all its glory by inverting (2.23) with (2.21) to get

$$
\begin{equation*}
\left[\frac{\theta}{\theta t}+\frac{1}{\tau} \sum_{p=1}^{\infty} \frac{B_{p}}{(2 p)!}\left(-4 \lambda^{2} \nabla^{2}\right)^{p}\right] n(\vec{r}, t)=0 \tag{2.24}
\end{equation*}
$$

Here $\quad \lambda=v \tau$ is the mean free path, and $B_{p}$ are the Bernoulli numbers $\left(B_{1}=1 / 6, B_{2}=1 / 30, B_{3}=1 / 42\right.$, etc. $)$ in terms of which the infinite sequence of higher order diffusion coefficients is expressed.

### 2.5. The Contraction

It remains to discuss the contraction from the description in terms of the Boltzmann equation to the simpler hydrodynamic description To do this we must consider the non-hydrodynamic part of the spectrum of $B-i \vec{k} \cdot \vec{v}$. Or, equivalently, we must study the singularities in the $z-p l a n e$ of the exact solution $\mathrm{f}_{\mathrm{k} z}$ as given by (2.10).

These singularities are seen to be the following

(a) The hydrodynamic pole at $\mathrm{z}=\Lambda_{\mathrm{k}}=-\mathrm{k}^{2} \mathrm{D}_{\mathrm{k}}$. It stays on the negative real axis (corresponding to pure exponential decay). For small $k$ it behaves like $-k^{2} D$, and it moves to $z=-\tau^{-1}$ as $k \rightarrow \pi / 2 \boldsymbol{\lambda}$. For $k \boldsymbol{\lambda}>\boldsymbol{\pi} / 2$ it does not exist.
(b) A pole at $z=-\boldsymbol{\tau}^{-1}-i \vec{k} \cdot \vec{v}$.
(c) A cut from $-\tau^{-1}$ - ikv to $-\boldsymbol{\tau}^{-1}+i k v$ due to the integral

$$
P\left(\frac{f_{k}(\vec{v}, 0)}{z+\tau^{-1}+i \vec{k} \cdot \vec{v}}\right)
$$

This cut is the degenerate version of the continuous part of the spectrum generally encountered in connection with the operator B-i $\stackrel{\rightharpoonup}{\mathrm{k}} \cdot \stackrel{\rightharpoonup}{\mathrm{v}}$.

The contributions from (b) and (c) decay roughly like $\exp (-t / E)$ so that when $k v \boldsymbol{c} \ll \pi / 2$, two time scales are widely separted: The mean free time $\boldsymbol{\tau}$, and the hydrodynamic time (of the order $\boldsymbol{\tau}(\boldsymbol{\lambda} k)^{-2}$ ) which grows indefinitely as $\mathrm{k} \rightarrow 0$.

So, on this model, the Chapman-Enskog ansatz is explicitly substantiated. After a few mean free times one is clearly justified in (i) neglecting all modes with $k \boldsymbol{\lambda}>\boldsymbol{\pi} / 2$ (spatial coarse graining) and (ii) for $k \boldsymbol{\lambda}<\pi / 2$, keeping the hydrodynamic mode only.

A little care is needed in handling the initial value problem, though. It was in fact an old puzzle, that in the Boltzmann equation the entire distribution $f(\vec{r}, \vec{v}, 0)$ is needed as initial data, whereas if one relies on the Chapman-Enskog assumption, only the initial value for the hydrodynamic moment $n(\vec{r}, 0)$ seems called for. This has sometimes been called the Hilbert paradox .

In the language of the eigenvalue problem, however, this "paradox" is neatly resolved. The information needed to determine the asymptotic decay is clearly not the spherical part $n_{\vec{k}}(0)=4 \pi \operatorname{Pf}_{\vec{k}}(\vec{v}, 0)$ of the initial data, but the projection $\prod_{\vec{k}} f_{\vec{k}}(\vec{v}, 0)$ of $f_{\vec{k}}(\vec{v}, 0)$ on the slow hydrodynamic mode. A formal definition of $\Pi_{\mathrm{K}}$ was already given in (2.17) and with the hydrodynamic mode (2.22) it can be written down explicitly


It follows that the correct initial $[7,6]$ data to be used in the context of the Hydrodynamic Equation (2.23) is not

$$
n_{\vec{k}}(0)=4 \pi \operatorname{Pf}_{\vec{k}}(\vec{v}, 0)
$$

but

$$
\begin{equation*}
n_{\frac{1}{k}}(0)=4 \pi P\left(\prod_{\vec{k}} f_{\vec{k}}(\stackrel{\rightharpoonup}{v}, 0)\right) \tag{2.26}
\end{equation*}
$$

How big is the difference? For small $k$, (2.22) and (2.25) show that in general $\Pi_{\vec{k}}=1+\theta(\vec{k})$. Consequently

$$
\begin{equation*}
n_{\vec{k}}(t)=n_{\vec{k}}(0) \cdot[1+\boldsymbol{\theta}(\vec{k})] \exp \left[-D k^{2} t-\boldsymbol{\theta}\left(k^{4} t\right)\right] . \tag{2.27}
\end{equation*}
$$

This means that if one is interested in the time scale where
$D k^{2} t=\boldsymbol{\theta}(1)$ (surely the most interesting one) and if one uses the ordinary diffusion equation, i.e., if $D_{k}$ is replaced by $D$, then $\Pi_{\mathrm{k}}$ can be legitimately replaced by 1 . If one goes beyond the ordinary diffusion equation, however, $\Pi_{\vec{k}}-1$ can not be neglected, in general.

This conclusion is not peculiar to the Lorentz model, it holds for ordinary fluids also: If one does not go beyond the Navier-Stokes level of hydrodynamics, the actual initial values of the hydrodynamic fields can be used as initial data, otherwise not. This remark has proved relevant in the derivation of the long time tails of the GreenKubo integrands [8].

### 2.6. Final Remarks

As we have seen, the Chapman-Enskog ansatz in the linear case amounts to an assumption on the spectrum of the operator $B-i \vec{k} \cdot \vec{v}$. The beauty of the spherical Lorentz model is that all. the general statements in this connection can be backed up by explicit calculation.

In the case of the full linearized Boltzmann equation the amount of information available depends, of course, on the type of interaction assumed. But the literature on the spectral properties of $B-i \vec{k} \cdot \overrightarrow{\mathrm{~V}}$ is growing, and many important results have been obtained [9].

The precise status of the Chapman-Enskog ansatz in the nonlinear case is less clear, and remains a challenge!

Finally, a grain of salt. The simple picture we have presented here is a little too good to be true. When higher density effects are included, the separation of time scales will no longer be quite as clean as the Boltzmann equation predicts. The reason is the long time tail $[21,22,8]$ in the velocity autocorrelation function. As we shall see, the tail is weaker in the Lorentz model [23] than in a fluid, decaying as $t^{-5 / 2}$ (in 3 dimensions) rather than $t^{-3 / 2}$. But it is there.

Nevertheless, although important modifications are necessary (like cuts along the negative real z-axis), and although the status of higher order hydrodynamics becomes questionable, some of the basic wisdom of the Chapman-Enskog theory as presented here may be expected to survive. The borderline problems beyond Navier-Stokes hydrodynamics (or beyond the classical diffusion equation) represent a very active field at the moment!
III. HIGHER DENSITY EFFECTS

### 3.1. The Einstein Formula for D

We shall now use the Lorentz model to illustrate some of the difficulties encountered when one wants to go beyond the low density regime where the Boltzmann equation is adequate. To simplify things we shall concentrate on the diffusion constant $D$, but its relation to the generalized kinetic equation will be stressed.

As a starting point, then, we need a general formula for D, valid for all densities $n_{S}$ of the scatterers. For the other transport coefficients, the shear and bulk viscosities and the heat conductivity, such formulas are known as Green-Kubo formulas. They were derived about 20 years ago [10], and although few people doubt the results, the derivations contain subtleties that should not be passed over lightly [11].

The "Green-Kubo" formula for the diffusion constant, however, goes back to Einstein [12] , and its derivation is as transparent as one could wish. Define the mean square displacement as
$\Delta(t)=\left\langle[\vec{r}(t)-\vec{r}(0)]^{2}\right\rangle$. According to the diffusion equation one has asymptotically

$$
\begin{equation*}
\Delta(t) \simeq 2 \mathrm{~d} D t \tag{3.1}
\end{equation*}
$$

where $d$ is the space dimensionality. On the other hand, however,

$$
\begin{aligned}
\frac{d \Delta}{d t} & =2\langle\overrightarrow{\mathrm{v}}(t) \cdot[\vec{r}(t)-\vec{r}(0)]\rangle \\
& =2 \int_{0}^{t} d t^{\prime}\left\langle\overrightarrow{\mathrm{v}}(t) \cdot \overrightarrow{\mathrm{v}}\left(t^{\prime}\right)\right\rangle
\end{aligned}
$$

Since the equilibrium average < > depends only on the difference of the time arguments, one can write with $\boldsymbol{\tau}=\begin{gathered}\text { t-t' }\end{gathered}$

$$
\begin{equation*}
\frac{d \Delta}{d t}=2 \int_{0}^{t} \mathrm{~d} \tau\langle\overrightarrow{\mathrm{v}}(0) \cdot \overrightarrow{\mathrm{v}}(\boldsymbol{\tau})\rangle \tag{3.2}
\end{equation*}
$$

and comparing this with the result (3.1) from the diffusion equation one finds that $D$, if it exists, must be given by

$$
D=\frac{1}{d} \lim _{t \rightarrow \infty} \int_{0}^{t} \mathrm{~d} \boldsymbol{\tau}\langle\overrightarrow{\mathrm{v}}(0) \cdot \overrightarrow{\mathrm{v}}(\boldsymbol{\tau})\rangle
$$

From the derivation it is immediately clear that if the particle is enclosed in a finite box, $\Delta(t)$ cannot grow beyond finite bounds and D , as defined above, vanishes. It is therefore tacitly assumed that one has passed to the limit of infinite systems before taking the limit $t \rightarrow \infty$. The necessity of passing to the limits in this order is a general feature of all Green-Kubo formulas. With this in mind we simply write $D$ as the time integral of the velocity autocorrelation function

$$
\begin{equation*}
D=\frac{1}{d} \int_{0}^{\infty} d t\langle\vec{v}(0) \cdot \vec{v}(t)\rangle \tag{3.3}
\end{equation*}
$$

### 3.2. D from the Kinetic Equation

Next we shall show the conmection between D and the generalized kinetic equation. Since the Lorentz model is linear, such an equation, if it exists at all, must be of the form

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\vec{v} \cdot \nabla\right) f(\vec{r}, \vec{v}, t)=\int_{-\infty}^{t} d t^{\prime} \int d \vec{r}^{\prime} K\left(\vec{r}-\vec{r}, t-t^{\prime}\right) f\left(\vec{r} ; \vec{v}, t^{\prime}\right) \tag{3.4}
\end{equation*}
$$

where $K(\vec{r}, t)$ is an operator acting on (the direction of) the velocity $\vec{v}$, and depending on the parameters $\vec{r}$ and $t$. In general, then, the collision operator is expected to be non-Markovian and non-local, in contrast to the Boltzmann operator which is Markovian and local, i.e., in the notation of (3.4), contains the factor $\delta\left(\vec{r}^{\prime} \vec{r}^{\prime}\right) \delta\left(t-t^{\prime}\right)$.
(3.3) shows that, to compute $D$, all we need is the average of
$\vec{v}(t)$, conditional on $\vec{v}(0)=v_{0} \cdot I$, i.e. we can restrict ourselves to the spatially homogeneous case and study

$$
\begin{equation*}
\frac{\partial f(\vec{v}, t)}{\partial t}=\int_{0}^{t} d t^{\prime} \quad K\left(t-t^{\prime}\right) f\left(\vec{v}, t^{\prime}\right) \tag{3.5}
\end{equation*}
$$

with $f(\vec{v}, 0)=\delta\left(\vec{v}-\vec{v}_{0}\right)$.

Introducing Laplace transforms one can write the formal solution of (3.5) a.s

$$
\begin{equation*}
f_{z}(\vec{v})=\left(z-K_{z}\right)^{-l} \delta\left(\vec{v}-\vec{v}_{0}\right) \tag{3.6}
\end{equation*}
$$

and the diffusion constant follows as

$$
\begin{equation*}
D=\lim _{z \rightarrow 0} d^{-1} \int d \vec{v}_{o} \vec{v}_{o} \cdot \int d \vec{v} \vec{v}\left(z-K_{z}\right)^{-l} \delta\left(\vec{v}-\vec{v}_{o}\right) / \int d \vec{v}_{0} \tag{3.7}
\end{equation*}
$$

Here it is again understood that $|\vec{v}|=v$ is a fixed parameter and both the integration over $\overrightarrow{\mathrm{v}}$ and the $\boldsymbol{\delta}$-function refer to the space of possible directions of $\overrightarrow{\mathrm{v}}$. (This space can be continuous or discrete, as we shall see.)

We now perform the integration over $\overrightarrow{\mathrm{v}}_{0}$ in (3.7) and note that the resulting integrand is independent of the (allowed) direction of $\overrightarrow{\mathrm{v}}$. As a consequence (3.7) can be written as

$$
D=\lim _{z \rightarrow 0} d^{-1} \stackrel{\rightharpoonup}{v} \cdot\left(z-K_{z}\right)^{-1} \stackrel{\rightharpoonup}{v}
$$

Now, $\mathrm{K}_{\mathrm{z}}$ is a scalar operator, so $\mathrm{K}_{\mathrm{z}} \overrightarrow{\mathrm{v}}$ must be a vector (possibly negative) in the direction of $\overrightarrow{\mathrm{v}}$. Furthermore, the only eigenfunction of $K_{z}$ with vanishing eigenvalue is 1 , with is orthogonal to $\vec{v}$. (Again a consequence of number conservation). So there is no problem with the inverse and we get

$$
\begin{align*}
\mathrm{D}^{-1} & =\lim _{\mathrm{z} \rightarrow 0} \mathrm{dv} \\
& =-\mathrm{d} \mathrm{v}^{-4} \stackrel{\rightharpoonup}{\mathrm{v}} \cdot\left(\mathrm{z}-\mathrm{K}_{\mathrm{z}}\right) \overrightarrow{\mathrm{v}} \tag{3.8}
\end{align*}
$$

Let us check this formula for the three dimensional spherical Lorentz model in the Boltzmann limit where $K_{o}=\tau^{-1}(P-1)$. We find

$$
D^{-1}=\frac{-3}{v^{4}} \stackrel{\rightharpoonup}{v} \cdot\left(-\frac{1}{\tau} \vec{v}\right)=\frac{3}{v^{2} \tau}
$$

as before.

## Cluster Expansions

Very little has been achieved so far. All we have done is to establish the connection between the operator $K(t)$, in a generalized kinetic equation, and the diffusion constant. What has to be done next is to think of some approximation scheme in which we can calculate $K_{o}$ in successive orders. (And if we are able to calculate $K_{o}$, the chances are that we can cope with $K_{Z}$ and its generalization to the spatially inhomogeneous case also).

Since the Boltzrann equation has the status of a low density law in non-equilibrium statistical mechanics, similar to that of the ideal gas in equilibrium, it is tempting to try some sort of virial expansion of $K_{0}$, i.e., of $D^{-1}$. The Boltzmann term, of $\boldsymbol{\theta}(n)$ (from now on we drop the subscript $s$ on the density of scatterers), is determined by the collision of the moving particle with one isolated scatterer in infinite space. In analogy with equilibrium cluster expansions one would expect the term of $\boldsymbol{\sigma}\left(\mathrm{n}^{\boldsymbol{l}}\right)$ to be determined by the collisions of the moving particle with $\boldsymbol{\ell}$ scatterers in infinite space [13].

There is one immediate source of complications, however. In equilibrium, correlations are weighted by combinations of Boltzmann factors with the interaction in the exponent. In addition to these "statistical" correlations, non-equilibrium theories must cope with "dynamical" correlations due to the "memory" of the moving particles. And this memory usually extends over length scales much larger than the equilibrium correlation length. As a consequence, outside the Boltzmann regime, the dynamical correlations are the ones that cause most of the difficulties.

We shall not go into the formalism which develops the collision kernel $K(t)$ from first principles, with due care taken in dealing with both sources of correlations [14-16]. It would simply mean too much hard work under the circumstances. In fact, since the most important results have a certain intuitive appeal, we shall be content with basing the rest of the discussion on those results, stated without proof.

Neglecting for the moment the "statistical" correlations, we can formulate the outcome of a cluster expansion of the operator $\mathrm{K}_{\mathrm{O}}$ in terms of the following diagrammatic rules:
(a) Construct an irreducible event where the moving particle collides with $\boldsymbol{l}$ scatterers in infinite space located at $\vec{Q}_{1}, \ldots \vec{Q}_{\mathbf{L}}$. An event is irreducible if its trajectory has no point between the first and the last collision such that if cut at that point, the L-cluster falls apart.


reducible event
(b) Collisions can be of two types: Real collisions governed by the laws of classical mechanics; and virtual collisions, where the particle moves through the scatterer as if it were not there.
(c) The contribution of an irreducible event, with $l$ scatterers and a given collision sequence containing m virtual collisions, to $\mathrm{v}^{-3} \overrightarrow{\mathrm{~V}} \cdot \mathrm{~K}_{\mathrm{o}} \overrightarrow{\mathrm{v}}$ is the following:

$$
\begin{equation*}
\mathrm{n}^{l}(-1)^{\mathrm{m}} \hat{\mathrm{v}}_{\mathrm{i}} \cdot \hat{\mathrm{v}}_{\mathrm{f}} \text { (phase integral) } \tag{3.9}
\end{equation*}
$$

where $\hat{v}_{i}, \hat{\mathrm{v}}_{\mathrm{f}}$ are unit vectors in the initial and final directions of the velocity, and the phase integral is obtained by fixing scatterer no l at the origin, integrating over the collision "cylinder" of the initial collision, and integrating over the positions $\vec{Q}_{2} \ldots \vec{Q}_{\ell}$ of the remaining scatterers, with the constraints imposed by the given sequence of real and virtual collisions.
(d) To find $v^{-3} \vec{v} \cdot K_{0} \vec{v}$ and thus $D^{-1}$, sum over all possible irreducible events and add them to the Boltzmann term.

### 3.4. Divergences

It will be instructive to include, in the following discussion, three different Lorentz models: the 2- and 3-dimensional ones with (circular) spherical scatterers and the 2-dimensional wind-tree model, introduced by Ehrenfest, in which the scatterers are identically oriented squares and the particles are allowed to move in the 4 directions parallel to the diagonals only. ("Tree"=scatterer, and "wind"-moving particle, in Ehrenfest's terminology).

Let us first look at a characteristic term with two scatterers, i.e. the recollision event


The most important factor in the contributions from these events to $\mathrm{D}^{-1}$, is the phase integral. In the circular and spherical models ( $\mathrm{d}=2,3$ ) the contributions from large separation $\boldsymbol{l}$ of the two scatterers are estimated to be

$$
\begin{gather*}
\lim _{L \rightarrow \infty} a^{d-1} \int^{L} a l(a \theta)^{d-1} \underset{L \rightarrow \infty}{\lim _{x \rightarrow \infty}} a^{3 d-3} \int^{L} \frac{d \ell}{\ell^{d-1}} \\
\sim \begin{cases}a^{3} \lim _{L \rightarrow \infty} \ln L & ; d=2 \\
a^{5} \cdot \text { const } & ; d=3\end{cases} \tag{3.10}
\end{gather*}
$$

This looks pretty bad. Although the integral remains finite in 3 dimensions, it diverges logarithmically in 2. Of course, (3.10) is just an estimate of one term out of a sum of terms all of $0\left(n^{2}\right)$. So at this point one could still hope that the diverging terms would cooperate to destroy each other. But they won't. The simplicity of the Lorenttz models makes a direct calculation feasible and the conclusion is that the divergence remains [14].

How about Ehrenfest's wind-tree model? No divergence occurs here, since the geometry of the scatterers ensures that scatterer no 2 stays close to no 1. But that is not the end of the story. Look at a typical term of $\theta\left(n^{3}\right)$, i.e., with 3 scatterers


An estimate gives

$$
\begin{equation*}
\lim _{L \rightarrow \infty} a^{4} \int_{L \rightarrow \infty}^{L} d \downarrow a^{4} \lim _{L \rightarrow \infty} L \tag{3.11}
\end{equation*}
$$

Its divergence is even stronger! Altogether, such estimates yield

| $\alpha$ | shape | $\boldsymbol{\theta}\left(n^{1}\right)$ | $\boldsymbol{\theta}\left(n^{2}\right)$ | $\boldsymbol{\theta}\left(n^{3}\right)$ | $\boldsymbol{\theta}\left(n^{s}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $\diamond$ | finite | finite | $I$ | $I^{s-2}$ |
| 2 | 0 | $-"-$ | $\ln I$ | $I$ | $I{ }^{s-2}$ |
| 3 | 0 | $-"-$ | finite | $\ln I$ | $I{ }^{s-3}$ |

This divergence difficulty is not a pathological feature of Lorentz models, but is in general a stumbling block when standard cluster expansion methods are used in non-equilibrium problems [17]. In fact, it serves as an excellent example of the usefulness of Lorentz models. As you have just seen, the divergence difficulty immediately presents itself! In the general case, however, when all particles move, the formalisms were so impenetrable that almost 20 years had elapsed after Bogoliubov proposed his formal expansion scheme [18] before the difficulties were definitely uncovered [17]. The moral, particularly pertinent in non-equilibrium statistical mechanics, is clear: Don't believe in a general scheme until it has been successfully tested on reasonable models!

### 3.5. What to do about them

In this case the Lorentz model is not only useful in diagnosing the ills, it also points to the cure. What is wrong with the cluster expansions is clearly that events with long straight trajectories are being overemphasized. A straight segment of the path should be weighted with the probability $\exp (-\boldsymbol{l} / \boldsymbol{\lambda})$ that it stays unbroken over a length $\ell$. To lowest order in the density the mean free path is $\lambda=(n \boldsymbol{\sigma})^{-1}$ where $\sigma$ is the total cross section of the scatterers.

But such a damping on the straight trajectories changes the picture completely! Take first the logarithmic divergence (3.10) in the circular, 2-dimensional model (with $\sigma=2 a$ ):

$$
\begin{equation*}
\lim _{L \rightarrow \infty} n^{2} a^{3} \int^{L} a l \frac{e^{-2} a n l}{l} \overbrace{\left(n a^{2} \ll 1\right.}^{l} n^{2} a^{3} \ln \left(n a^{2}\right)+\ldots \tag{3.12}
\end{equation*}
$$

Or the linear divergence in the terms with 3 scatterers

$$
\begin{equation*}
\lim _{L \rightarrow \infty} n^{3} a^{4} \int^{L} d t e^{-2 a n t} \sim \frac{1}{2} n^{2} a^{3}+\cdots \tag{3.1.3}
\end{equation*}
$$

The damping on the straight segments cures the divergence, but it also decreases the order in $n$ ! It is easy to see that all of the most diverging pieces of every formal order ( $\sim n^{s} L^{s-2}$ ) are renormalized to finite contributions of $\boldsymbol{\sigma}\left(\mathrm{n}^{2}\right)$ in 2 dimensions, i.e. they contribute to the first correction to the Boltzmann result. In 3 dimensions the difficulties occur one formal order higher, and thus all the most divergent pieces contribute to $\sigma\left(n^{3}\right)$.

It remains to classify (and calculate!) the "most divergent diagrams". The most important class is that of the ring diagrams [19] with collision sequences of the type $123 \ldots l$. This is the only class of most divergent diagrams in a fluid, but it turns out that in the Lorentz models there can be additional ones. In the wind-tree model these additional diagrams can even be responsible for a qualitative change in the diffusion process! We shall come back to that later.

At this stage a comment should be made on the logarithmic term. It is clearly not of fundamental importance here. The divergence difficulty is a direct consequence of the cluster expansion method, which is fine with short range correlations, but which fails in our case due to the long range dynamical correlations. The existence of the logarithm, however, is due to a small subclass of diverging terms [14] and depends on the differential cross section being a smoothly varying function of the scattering angle, in particular at back scattering. Thus, in the wind-tree model it is absent.

Another illustration of the usefulness of Lorentz models is related to the previous point. After the discovery of the divergences, it was repeatedly claimed that they would disappear if the problem was treated by quantum, rather than classical, mechanics. The point was settled by Résibois and Velarde [20], and the result is intuitively appealing: They showed on the 2-dimensional Lorentz model that the logarithmic divergence remains if the differential cross section stays finite for back scattering. Thus, if a quantum treatment based on cluster expansions is free of divergences, it must be due, either to additional approximations used (such as the Born approximation), or to some very special feature of the model treated.

Before we proceed, let me stress again that the handwaving discussion $I$ have given here can be, and has been, backed up by formal arguments, and to a large extent, by explicit calcul-
ations [14-16]. Very little has been proved rigorously, however. Moreover, it seems quite difficult to do so along the lines followed here, since the expansions used produce immediately series that are not uniformly convergent. And since infinite resummations are indispensible, tact is required. Rigor would therefore be most welcome. There is little doubt, however, that the results obtained are correct as far as they go.

### 3.6. Tails

Recently the existence of long time tails in the Green-Kubo integrands has received much attention. During their computer studies on the hard sphere fluid, Alder and Wainwright [2l] first discovered that the velocity autocorrelation function of a tagged particle decays like $t^{-d / 2}$ in d dimensions. Many derivations of this (and related results) have appeared since [21, 8, 22]. The one of relevance here is that of Dorfman and Cohen [22] who obtained the tails from kinetic theory, in particular from the sum of ring diagrams.

But in the Lorentz model, as we have seen, the ring diagrams play the same role of (the most important class of) "most divergent diagrams" as in a fluid, so the immediate question is: Does the velocity autocorrelation function in the Lorentz model have a long time tail? The answer, which is "yes, but", was given by Ernst and Weijland [23] . We shall reproduce their derivation here since it contains, in a smplified form, most of the arguments used in the case of a fluid.

Let us take the spherical Lorentz model in 3 dimensions and study the small $z$ behavior of the ring contribution to the Laplace transform $C_{z}$ of the velocity autocorrelation function $\langle\vec{v}(0) \cdot \vec{v}(t)\rangle$.

Comparing with (3.3) end mildy generalizing (3.7) and (3.8) one easily finds, to lowest order in the density, that the ring contribution to $\mathrm{C}_{\mathrm{z}}$ is

$$
\begin{equation*}
C_{z}^{R} \simeq \frac{9 D^{2}}{v^{2}} \hat{v} \cdot K_{z}^{R} \hat{v} \tag{3.14}
\end{equation*}
$$

where $D=(1 / 3) v^{2} \tau$ is the Boltzmann diffusion constant. The sum over all rings can be put in the form (to leading order in the density)

$$
\begin{equation*}
\hat{v} \cdot K_{z}^{R} \stackrel{\hat{v}}{ }=\frac{1}{n} \int \frac{d^{3} k}{(2 \boldsymbol{\pi})^{3}} \hat{v} \cdot B G_{k z} B \hat{v} \tag{3.15}
\end{equation*}
$$

Here $B=\boldsymbol{\tau}^{-1}(P-1)$ is the Boltzmann operator and $G \stackrel{\rightharpoonup}{k} z$ is the correspond. ing propagator

$$
\begin{equation*}
\mathrm{G}_{\overrightarrow{\mathrm{k}} \mathrm{z}}=(\mathrm{z}+\mathrm{i} \overrightarrow{\mathrm{k}} \cdot \stackrel{\rightharpoonup}{\mathrm{v}}-\mathrm{B})^{-1} \tag{3.16}
\end{equation*}
$$

The two Boltzmann operators in (3.15) clearly describe the two collisions with scatterer no l, but how did the propagator $G_{k z}$ get into it? The point is that all intermediate collisions in a ring event are with scatterers that are hit only once. i.e., they are uncorrelated, and the intermediate excursion is consequently described by the Boltzmann equation. Since, furthermore, the particle must return to (roughly) where it started, we need the $\vec{k}$-integral over the propagator $\mathrm{G}_{\mathrm{kz}}$.

Since $B \hat{k}=-\mathbf{z}^{-1 \hat{v}}$ and since, similarly, the $\vec{k}$-integral over $\mathrm{G}_{\mathrm{kz}} \hat{\mathrm{v}}$ must be a vector along $\hat{\mathrm{v}}$, (3.15) immediately reduces to

$$
\begin{equation*}
\hat{v} \cdot K_{z}^{R} \hat{v}=\frac{1}{n \tau^{2}} \int \frac{d^{3} k}{(2 \pi)^{3}} \quad \hat{v} \cdot G_{\hat{k} z} \hat{v} \tag{3.17}
\end{equation*}
$$

We are interested in the small z , long time, behavior and we know that asymptotically everything is dominated by the hydrodynamic mode. So just like in (2.15) we write [24] with (2.17)

$$
\begin{align*}
G_{\vec{k} z} \hat{v} & \simeq \frac{1}{z-\Lambda_{\mathrm{k}}} \prod_{\overrightarrow{\mathrm{k}}} \hat{\mathrm{v}} \\
& =\frac{1}{z-\Lambda_{\mathrm{k}}} \psi \overrightarrow{\mathrm{k}}^{(\overrightarrow{\mathrm{v}})} \frac{P\left(\boldsymbol{\gamma}_{\overrightarrow{\mathrm{k}}} \hat{\mathrm{v}}\right)}{\mathrm{P}\left(\psi_{\vec{k}}^{2}\right)} \tag{3.18}
\end{align*}
$$

If we now operate on (3.17) with $P$ (which makes no difference since it is a number) and introduce the normalized mode

$$
\begin{equation*}
\bar{\psi}_{\vec{k}}=\boldsymbol{\psi}_{\overrightarrow{\mathrm{k}}}\left[P\left(\psi_{\frac{2}{\mathrm{k}}}\right)\right]^{-1 / 2} \tag{3.19}
\end{equation*}
$$

(3.17) can, with (3.18), be written in the suggestive form

$$
\begin{equation*}
\hat{\mathrm{v}} \cdot \mathrm{~K}_{\mathrm{z}}^{\mathrm{R}} \hat{\mathrm{v}} \simeq \frac{1}{\mathrm{n} \boldsymbol{\tau}^{2}} \int \frac{\mathrm{~d}^{3} \mathrm{k}}{(2 \pi)^{3}} \frac{\left\langle\hat{\mathrm{v}} \mid \bar{\psi}_{\mathrm{k}}\right\rangle^{2}}{\mathrm{z}-\Lambda_{\mathrm{k}}} \tag{3.20}
\end{equation*}
$$

where the scalar product $\langle\hat{v} \mid \boldsymbol{\psi}\rangle=P(\hat{v} \boldsymbol{\gamma})$ as in (2.16).
This is as close as we can get to a mode-mode formula [25] in the Lorentz model. The important difference, of course, is that in the Lorentz model we have only a single hydrodynamic mode to play with, whereas in a fluid there are five. Associated with this is the fact that

$$
\begin{equation*}
\left\langle\hat{\mathrm{V}} \mid \bar{Y}_{\stackrel{\mathrm{K}}{ }}\right\rangle^{2}=\left[\mathrm{P}\left(\hat{\mathrm{v}} \bar{\psi}_{\overrightarrow{\mathrm{K}}}\right)\right]^{2}=-\left(\frac{\tau \Lambda_{\mathrm{k}}}{\sin \mathrm{k} \boldsymbol{\lambda}}\right)^{2} \tag{3.21}
\end{equation*}
$$

vanishes as $k^{2}$ in the limit $k \rightarrow 0$. In the fluid, however, the "currents" in the Green-Kubo formulas are not orthogonal to all bilinear combinations of modes, even in the $\mathrm{k} \rightarrow 0$ limit.

Using (3.14) and (3.20), and inverting the Laplace transform, we find

$$
\begin{equation*}
\langle\vec{v}(0) \cdot \stackrel{\rightharpoonup}{v}(t)\rangle \simeq \frac{v^{2}}{n} \int \frac{d^{3} k}{(2 \pi)^{3}}\left\langle\hat{v} \mid \overline{\boldsymbol{\gamma}}_{\vec{k}}\right\rangle^{2} e^{\Lambda_{k} t} \tag{3.22}
\end{equation*}
$$

The asymptotics is determined by the small $k$ behavior of the integrand, and keeping only the leading terms we get, with (3.21) and (2.21)

$$
\begin{align*}
\langle\vec{v}(0) \cdot \vec{v}(t)\rangle & \simeq
\end{align*}
$$

So there is a tail, even in the Lorentz model. But the extra factor $k^{2}$ from (3.21) reduces it from $t^{-3 / 2}$ to $t^{-5 / 2}$. Generalization to d dimensions immediately yields [23] $t^{-(d / 2+1)}$. So even for $\mathrm{d}=2$, the velocity autocorrelation function is integrable! There is an additional qualitative difference from the asymptotics in a fluid: The Lorentz tail is negative. But the similarities outweigh the differences. In both cases the ring diagrams are at the heart of the mode (-mode) formula, and in both cases the "Green-Kubo" integrands decay like powers rather than exponentially.
3.7. Abnormal Diffusion

We now turn to some special features of the wind-tree model [16]. In addition to the ring events this model has another important class of "most divergent diagrams" that has to do with the following:


Two trees very close together can form a reflector such that the moving particle starts retracing its earlier steps. The narrower the double path created by the reflector, the longer it is likely to become, since the only way of splitting it again is by squeezing in a corner of a tree.

Clearly events of this sort will tend to slow down the diffusion process. The question is: Will they change it qualitatively? The answer turns out to depend on what is meant by a "random" distribution of scatterers. Or put differently: It depends on the "statistical correlations" which we neglected earlier.

The crucial point is how easily reflectors are generated. The two trees in a reflector are bound to stay close together and thus their mutual interaction becomes important. If they are distributed as hard squares, i.e., if they are non-overlapping, it becomes increasingly difficult to have them act as reflectors, the narrower (and thus, longer) the double paths one considers. The result is that for non-overlapping trees, these events don't cause qualitative changes, they just reduce the diffusion constant somewhat.

However, if the trees are allowed to overlap freely, reflectors for arbitrary width of the double path are easily generated, and it turns out that the mean square displacement no longer grows linearly with $t$, but (for small densities, $\mathrm{na}^{2} \ll 1$ ) behaves like [26].

$$
\begin{equation*}
\Delta(t) \simeq 4 \mathrm{Dt} \cdot(t / \tau)^{+t / 3) \mathrm{na}^{2}} \tag{3.24}
\end{equation*}
$$

Here $D$ and $\boldsymbol{\tau}$ are the diffusion constant and mean free time obtained from the Boltzmann equation. Thus, the diffusion process is qualitatively slowed down by the retracing events in the overlapping case.

In the formalism this is reflected by the "most divergent diagrams", associated with the retracing events, summing up to infinity [16] , even after each event has been renormalized by the mean free path cutoff as in (3.12-13). This divergence doesn't reflect a weakness in the formalism. On the contrary, from (3.2) and (3.24) it is evident that the diffusion constant does not exist in this case.

### 3.8. Computer Work

Finally, let me briefly mention that the wind-tree model has been extensively studied by Wood and Lado [27]. They made molecular dynamics calculations with a "forest" of 8192 trees, followed the trajectories up to 25.000 collision times, and averaged over a huge number of configurations and trajectories. The qualitative difference between the non-overlapping and the overlapping case is strikingly demonstrated by their results. They also verified the asymptotic law (3.24) to high accuracy.


Recently, Bruin [28] published results of a similar study of the 2-dimensional Lorentz model with circular scatterers. The existence of a logarithmic term in the density dependence of the diffusion constant is here verified" experimentally" for the first time. The $t^{-2}$ tail of the velocity autocorrelation function cannot be verified by his results,however. Whether this is due to the fact that the computer results become shaky beyond 8 collision times is hard to say. We should not forget that the $t^{-(d / 2+1)}-t a i l$ was calculated by concentrating on the ring diagrams. We did not prove that those are the only important events for the asymptotics, although the evidence from the fluid supports this conjecture!
IV. RIGOROUS RESULTS

### 4.1. The Grad Limit

The heading looks impressive. But the truth is that $\mathbf{I}$ shall present very few rigorous results, 29 and shall prove none. This is really a salesman's talk: My thesis is that Lorentz models are so simple that it should be possible to do much more rigorous work on them than $I$, at least, am aware has been done. On the other hand, Lorentz models are sufficiently complex. There are truly non-trivial statements to shoot at!

A valuable start along these lines has been made by Gallavotti [30] and one of the problems he considered was that of proving the Boltzmann equation in the Grad limit. Grad first raised the question of whether there is a limit in which the Boltzmann equation is exact. Letting $\mathrm{n} \rightarrow 0$ with the interactions fixed is not a very attractive possibility, since everything goes to zero or to infinity in that limit. So Grad instead suggested the following limit [31] : Keep the mean free path constant, i.e. fix the combination na ${ }^{\mathrm{d}-1}$ where a is the range of the interaction. With na ${ }^{d-l}=$ const., let $n \rightarrow \infty$ and $a \rightarrow 0$. Having the number density grow indefinitely looks ominous, but remember that it is the dimensionless density, $\rho=n a^{d}$, that counts. And $\rho \rightarrow 0$ in the Grad limit!

Since the model is linear, it is sufficient to study the Green's function $G\left(\vec{r}, \vec{v}, t \mid \vec{v}_{O}\right)$ defined as the probability that a moving particle has the phase ( $\vec{r}, \vec{v}$ ) at time $t$, given that the phase was ( $0, \vec{v}$ ) at $t=0$. One has to say precisely how the scatterers are distributed (for example: Are they allowed to overlap or not?), but details of this sort are expected to become irrelevant in the limit.

As Gallavotti [30] has suggested, the way to proceed is to sum over all paths that lead from ( $0, \vec{v}_{0}$ ) to ( $\vec{r}, \vec{v}$ ) in a time t. What has to be proved is that the only paths that survive in the Grad limit, are those that don't intersect themselves, and that don't contain more than one collision with any given scatterer. Thereby the Stosszahlansatz is proved, and the Boltzmann equation for $G\left(\vec{r}, \vec{v}, t \mid \vec{v}_{o}\right)$ is an immediate consequence for $t>0$.

It is easily seen that any given "non-Boltzmann" event does
indeed get a vanishing weight in the Grad limit, but I think it remains to be proved that also the sum of such events becomes negligible. There is no doubt what the result is, but as a warming up exercise I suggest that you fill in the gaps in the proof!

In so doing you should look for the necessary and sufficient condition on the interactions for the theorem to hold. It is not true for all interactions: Consider the following type [32] of oriented, hard scatterers:


Such a weird shape would not give the Boltzmann equation, even in the Grad limit!

At this point it is natural to raise the old objection: How can it be possible to derive the irreversible Boltzmann equation from reversible mechanics, with or without a limiting procedure? Well, $t=0$ is a very special time here, namely the time when we average over all possible configurations of the scatterers. So you shouldn't expect time reversal symmetry except at $t=0$. And at $t=0$ there is symmetry. For $\mathrm{t}<0$ the Green's function obeys the Boltzmann equation with $t \rightarrow-t$ !

Away from the Grad limit life becomes more complicated, but also more interesting. I shall not make a long list of unproven statements about Lorentz models with higher density effects. Some have already been made, and as an example, try the following: Prove that the diffusion constant exists under suitable restrictions. Or more ambitiously: Prove an existence criterion that distinguishes between the non-overlapping and overlapping wind-tree models.

### 4.2. Percolation Problems

Let me finally mention that for very high density, the Lorentz models give rise to interesting dynamical percolation problems $[16,33]$. As an example, take the wind-tree model where the trees can freely overlap. Then there is a finite probability that the moving particle is trapped in a finite volume. The simplest way of trapping it is by using 4 trees


So for small densities the probability, $\mathrm{P}_{\mathrm{T}}$, of being trapped is of $0\left(n^{4}\right)$.

What happens as the density is increased? In analogy with the percolation problem on lattices, it is reasonable to guess [16] at something like this

i.e., beyond the critical density $n_{c}$, the particle is surely trapped in a finite volume. The fact that $p_{T}(n)=l$ beyond a certain finite $n$ has actually been proved. It is not even difficult, if one appeals to well known theorems on the site and the bond problems in percolation theory on a square lattice. In this way the following upper bound on the critical density has been established [34]

$$
\begin{equation*}
n_{c} a^{2}<2 \ln 2 \tag{4.1}
\end{equation*}
$$

It is much more difficult to prove that $n_{c}>c o n s t>0$, ie., to prove that for small enough densities, the particle does not have to be trapped. The difficult part of the proof is related to this: Even if there is a hole in the "box" where the particle moves around, how do we know that the particle finds it, and gets out?

Clearly this problem belongs in the category of ergodic problems [29], and it can be formulated like this. Construct an arbitrary box with straight lines and right angles.


Allow islands constructed in the same way. Let a point particle start anywhere, and in a direction $45^{\circ}$ to the sides. Prove that the trajectory is dense, ie., prove that the particle sooner or later comes arbitrarily close to any point in the box.

If the lengths of the sides of the box are rationally connected, i.e., if there are relations of the type

$$
\begin{equation*}
\sum_{i=1}^{N} m_{i} l_{i}=0 \tag{4.2}
\end{equation*}
$$

where $l_{i}$ is the length of the $i^{\prime}$ th side, and $m_{i}$ is an integer, it is easy to see that the statement need not be true.

On the other hand, under the assumption that there are no relations of the type (4.2), the theorem has recently been proved by J.F. Aarnes [35] . On the basis of this theorem, the construction of a positive lower bound on $n_{c}$ is comparatively straight forward [34].

Needless to say, all this tells us nothing about the nature of the singularity at $n_{c}$ !
4.3. Absolutely Final Remarks

In these lectures we have used Lorentz models as a testing ground for certain problems in non-equilibrium statistical mechanics. Some of the problems treated, like the relation between kinetic theory and hydrodynamics, are of obvious relevance in a more general context. Others, like the special properties of the wind-tree model with overlapping scatterers, are hardly of immediate concern to experimentalists. In fact, one of the really hard problems facing the model fan is: When to stop?

Before $I$ come to a halt, let me nevertheless stress the obvious once more: All one can learn from Lorentz models has to do with linear effects. To learn about non-linear aspects of non-equilibrium problems, one needs a simple, non-linear and in some sense solvable model. This may sound self-contradictory. But the fact is that progress has been made in this direction lately [36]. The title of that story would be: "What can one learn from Pomeau models?"
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## I. INTRODUCTION

These lectures will be concerned with classical and quantum electrical transport in the presence of magnetic fields, typically in a metal or a semiconductor.

As is well known (see for example Peierls, 1955) in the absence of magnetic fields the electrical resistance of a material results from deviations of the crystal lattice from perfect periodicity. Such deviations are caused by:
(a) Lattice vibrations.
(b) Impurities, boundaries and lattice imperfections. It is usual to separate these from the perfect lattice effects, which are accommodated in the usual Bloch states.

For a non zero field $H$, it is again appropriate to separate off the perfect lattice. The conduction transverse to the field is finite even in the absence of (a) or (b), but (as in the zero field case) to limit the conduction along the field $H$ it is essential to include some collision processes. Elastic collisions, e.g., with impurities, provide the simplest model to examine. The idealisation usually made is to neglect interactions between the charge carriers. We shall at first do this, only later returning to a discussion of the features so omitted.

In classical situations transport may be discussed in terms of a distribution function measuring the number of particles likely to be in a given place with a given velocity at a given time. The Boltzmann equation determines the steady state distribution function by requiring that its total rate of change, due to external fields and collisions, should vanish. The magnetic field enters through the effects of the Lorentz force.

In the absence of a magnetic field the distribution function can be redefined in a quantum mechanical form as the occupation probability $n(\underline{k})$ of the Bloch state k . The usual transport equation then takes the form

$$
\begin{equation*}
\left(\frac{\partial n}{\partial t}\right)_{\text {filld }}+\left(\frac{\partial n}{\partial t}\right)_{\text {collisions }}=0 . \tag{1.1}
\end{equation*}
$$

Here

$$
\begin{equation*}
\left(\frac{\partial n}{\partial t}\right)_{\text {field }}=\frac{E}{\hbar} \frac{\partial}{\partial \underline{k}} n(\underline{k}) \tag{1.2}
\end{equation*}
$$

E being the Lorentz force (for zero H). ( $\partial n / \partial t$ ) collision, the rate
of change of $n$ due to collisions, is usually obtained by combining transition probabilities.

For non-zero $H$, the transport equation is usually generalised by writing

$$
\begin{equation*}
\underline{F}=-e\left(\underline{\varepsilon}+\frac{1}{c} \underline{v} \times \underline{H}\right) \tag{1.3}
\end{equation*}
$$

where $\underline{v}$ is the electron velocity in state $\underline{k}$.
Such a description needs justification for several reasons. First, as is well known, even in zero field the description in terms of $n(k)$ is incomplete, since $n(k)$ corresponds to just the diagonal components of the density matrix $\rho_{T} ; n(k)$ is therefore sufficient only for obtaining average values of operators diagonal in k-representation unless the density matrix is diagonal at all times. A "repeated random phase assumption" to make it so was a serious weakness of early derivations of (liI). It was later suggested (Peierls 1955) that in the case of impurity scattering the assumption could be replaced by assuming the scatterers to be randomly distributed, since in k-representation the off-diagonal elements of $\boldsymbol{\rho}_{T}$ would be expected to be small in a system which is on average homogeneous. Such properties of the scattering were exploited by John and Luttinger (1957) and by Greenwood (1958) in a derivation of the zero field Boltzmann equation from the equation of motion of the density matrix. More powerful techniques developed by Van Hove (1955) were used by Chester and Thellung (1959) to give a more general treatment for the field free case.

When a magnetic field is present it is not clear in what "natural representation" the density matrix is approximately diagonal at all times. In particular the density matrix of a system which is in absence of the field on average homogeneous will no longer be diagonal in momentum representation. There would at first sight seem to be no reason why in the presence of a magnetic field the system should be described by a stationary distribution function $n(k)$ satisfying an equation of the Boltzmann type, except in some weak field limit.

The original derivation (Jones and Zener 1934) of the Boltzmann equation (1.1)-(1.3) in the presence of a magnetic field used the repeated random phase assumption within a wave-packet analysis using plane waves as a basis. Such a derivation requires

$$
\begin{equation*}
w_{c} \tau \lesssim 1 \tag{1.4}
\end{equation*}
$$

where $\omega_{c}$ is the cyclotron frequency $e H / m c$ and $\tau$ is a collision time. (1.4) is essentially the condition that the electron should not deviate appreciably from a straight line between scatterings. The Boltzmann equation has however been applied successfully to situations in which $\omega_{c} \tau \gg 1$ indicating that a method of derivation not depending on (1.4) should be possible, and we shall discuss one such method shortly.

Nevertheless the field should not be too strong if the Boltzmann equation is to be applicable: (1.3) neglects the fact that since the electron can (for $\omega_{c} \tau \geqslant 1$ ) describe closed orbits in the plane at right angles to the field direction, the energy levels will be in part discrete. Effects, e.g., the de Haas-Schubnikov oscillations, associated with such a quantization would be expected to show up for $\omega_{C} \tau \geqslant 1$ when the separation of the levels exceeds $K_{B}{ }^{T}$ :

$$
\begin{equation*}
\hbar \omega_{c} \geqslant k_{B} T \tag{1.5}
\end{equation*}
$$

Even more extreme quantum effects can be expected if the level separation approaches or exceeds the fermi energy

$$
\begin{equation*}
\hbar \omega_{c} \approx \zeta \tag{1.6}
\end{equation*}
$$

since then only the lowest levels will be occupied ("extreme quantum limit" - Argyres and Adams 1956).

Such effects are altogether absent from the Boltzmann equation and require a quantum approach. We shall return to this point later.

We first discuss the derivation (Stinchcombe 1961) of the Boltzmann equation along the lines employed by Kohn and Luttinger and by Greenwood for the field free case. The derivation will require certain limitations (not (1.4)) on the strength of the magnetic field, and for simplicity we consider weak scattering by an irregular static potential (e.g., impurity but not phonon scattering). We shall want later to consider other scattering mechanisms and to discuss galvanomagnetic phenomena special to them.

The derivations by Kohn and Luttinger, Greenwood, Van Hove and Chester and Thellung for the field free case rely on the fact that for an initially homogeneous system evolving under the influence of a homogeneous perturbation the density matrix remains diagonal at all times. The perturbation to be considered is the electric field and the internal scattering mechanism. The latter is only homogeneous in some average sense and so the argument requires also an averaging procedure. This gives rise to the dissipative nature of the final
equation and the density matrix turns out to be not exactly diagonal, but the off-diagonal part is small if the number of degrees of freedom is large.

### 1.1 Natural representation

To generalise the derivation to the case where a magnetic field is also present we need first to find a representation which diagonalises the density operator of a homogeneous system in a magnetic field, and in which the average properties of the scattering mechanism can be exploited. The Landau state representation (or its generalisation for the case of electrons in a periodic potential) is a possible candidate since it does diagonalise the density matrix of a uniform system, but it would have to be checked whether it leads to the required properties of the averaged scattering matrix elements. This will be considered later. An obvious disadvantage of the Landau representation is that it is not easy to extract from it low field limits and in particular it provides no hope of a simple relationship to the $k$ label in $n(k)$ in the Boltzmann equation.

We proceed instead to find a possible representation by generalizing to the case of $H \neq 0$ the usual arguments which for $H=0$ lead to a Bloch theorem. We first consider the configuration space matrix element $\langle\underline{x}| D\left(\mathcal{K}_{0}\right)|\underline{x}\rangle$ of any function $D$ of the Hamiltonian Ko describing non-interacting electrons in the perfect lattice in the presence of a uniform magnetic field in the $z$ direction. Taking vector potential A: ( $0, \mathrm{Hx}, 0$ ) the Schrodinger equation for the wave function $\langle\underline{x} \mid \alpha\rangle$ of a single electron has the same dependence on $y$ and $z$ as in the absence of $H$. The wave function therefore has the same dependence on $y$ and $z$ as the usual Bloch wave. It may therefore be written

$$
\begin{equation*}
\langle\underline{x} \mid \alpha\rangle=\left\langle x y z \mid k_{y} k_{z} \nu \alpha^{\prime}\right\rangle=\exp \left[i k_{y} y+i k_{z} z\right] \Phi_{k_{y} k_{z} \nu \alpha^{\prime}}(x, y, z) \tag{1.7}
\end{equation*}
$$

where $\mathbf{I}$ has the periodicity of the latice with respect to $y$ and $z$. $\nu$ is a band index and $\alpha^{\prime}$ is the quantum number necessary to complete the specification of the state. By using the fact that $D$ is diagonal in this representation it may then be shown that

$$
\begin{equation*}
\left\langle x, y+\tau_{y}, z+\tau_{z}\right| D\left|x^{\prime} y^{\prime} z^{\prime}\right\rangle=\langle x y z| D\left|x^{\prime}, y^{\prime}-\tau_{y}, z^{\prime}-\tau_{z}\right\rangle \tag{1.8}
\end{equation*}
$$

where $\boldsymbol{z}$ is any lattice vector.
Information about the x -dependence of the wave function can be obtained by first solving the Schrodinger equation in the gauge $A$ :
(-Hy, 0,0 ) and then transforming back to the original gauge. The gauge transformation corresponds to the addition of a rotation-free part (the gradient of the scalar $f=H x y$ ) to the vector potential and so the wave function changes by a phase factor $\exp [-i(e / \hbar c) f]$. In the gauge $\mathrm{A}:(-\mathrm{Hy}, 0,0)$ the x -dependence of the wave function is that of a Bloch wave. Hence in the original gauge the wave function is

$$
\begin{equation*}
\langle\underline{x} \mid \alpha\rangle=\left[\exp i k_{x} x-i \in x y\right] \Psi_{k_{x} \alpha^{\prime \prime}}(\underline{x}), \tag{1.9}
\end{equation*}
$$

where $\Psi_{\mathrm{k}_{\mathrm{k}}} \alpha^{\prime \prime}$ has the periodicity of the lattice with respect to its dependen ${ }^{\text {C }}$ e $x$, and $\epsilon=(e H / \hbar c)$. By again writing $\langle\underline{x}| D\left|x^{\prime}\right\rangle$ in terms of the matrix elements $\langle\alpha| D|\alpha\rangle$ it is a straightforward matter to obtain the behaviour of $\langle\underline{x}| D\left|\underline{x}^{\prime}\right\rangle$ when $x$ and $x^{\prime}$ each change by $\tau_{x}$. In this way one finally arrives at

$$
\begin{equation*}
e^{i \epsilon \tau_{x}\left(y+\tau_{y}\right)}\langle\underline{x}+\underline{z}| D\left|\underline{x}^{\prime}\right\rangle=e^{i \epsilon \tau_{x} y^{\prime}}\langle\underline{x}| D\left|\underline{x^{\prime}}-\underline{z}\right\rangle . \tag{1.10}
\end{equation*}
$$

The general solution of this equation is

$$
\begin{equation*}
\langle\underline{x}| D\left|\underline{x}^{\prime}\right\rangle=\exp \left[-i \in X_{\eta}\right] \mathscr{D}(\underline{\xi}, \underline{x}) \tag{1.11}
\end{equation*}
$$

where $\mathcal{d}$ has the periodicity of the lattice with respect to its dependence on $\underline{X}$, and

$$
\begin{align*}
& \underline{X}=\frac{1}{2}\left(\underline{x}+\underline{x}^{\prime}\right)=(X, Y, Z), \\
& \underline{\xi}=\underline{x}-\underline{x}^{\prime}=(\xi, \eta, \zeta) \tag{1.12}
\end{align*}
$$

The property (l.ll) of the matrix element is unchanged when a uniform electric field $\underline{\varepsilon}^{t}$ is added to the system. This may be easily seen by introducing the field by the addition of a time-dependent part $-c \int^{t} \underline{\varepsilon}^{t} d t$ to the vector potential.

To show that the property is preserved when a scattering mechanism is introduced is more difficult since it is only expected to be maintained in some average sense. We consider scattering by a random distribution of $N$ static impurities with total scattering potential

$$
\begin{equation*}
W=\sum_{n}^{N} V\left(r-r_{n}\right) . \tag{1.13}
\end{equation*}
$$

Consider a product of matrix elements of the scattering potential in
some representation $|\alpha\rangle$ :

$$
\begin{align*}
& \left\langle\alpha_{0}\right| W\left|\alpha_{1}\right\rangle\left\langle\alpha_{1}\right| w\left|\alpha_{2}\right\rangle \ldots\left\langle\alpha_{i-1}\right| W\left|\alpha_{i}\right\rangle \\
& =\int d^{3} q_{1} \ldots d^{3} q_{i} V\left(q_{1}\right) \ldots V\left(q_{i}\right)\left\langle\alpha_{0}\right| e^{i q_{1} \cdot r}\left|\alpha_{1}\right\rangle \ldots\left\langle\alpha_{i-1}\right| e^{i q_{i} \cdot r}\left|\alpha_{i}\right\rangle \\
& \quad \sum_{n_{1} \ldots n_{i}}^{N} \exp \left[i q_{1} \cdot r_{n_{1}}+i \underline{q}_{2} \cdot r_{n_{2}}+\ldots+i \underline{q}_{i} \cdot r_{n_{i}}\right] \tag{1.14}
\end{align*}
$$

The randomness of the distribution can be exploited by averaging over all distributions. Then the multiple sum vanishes unless the exponent in the summand can be split into groups $\sum_{S} i_{\mathcal{I}_{S}} \cdot \underline{\underline{r}}_{\mathrm{n}_{\mathrm{S}}}$ in any one of which all $r_{n_{s}}$ s are equal and for which $\sum_{S} q_{S}=0$. Thus the average of (1.14) vanishes unless the sum of all the q's is zero. Suppose that one of the quantum numbers in the complete set $\alpha$ refers to a component of momentum or quasi-momentum. The difference of the values of this component in the states $\left|\alpha_{0}\right\rangle$ and $\left|\alpha_{i}\right\rangle$ will be a component of $\sum_{q}$ which vanishes because of the averaging.

Now if $D^{\prime}$ is any function of the Hamiltonian $\mathcal{J}_{\delta}+W$ of the system with scattering, in the presence of the magnetic field, $D^{\prime}$ can be expanded in powers of $W$ about its zero-scattering value $D$ (using the usual $S$-matrix methods) and the resulting product of operators can be evaluated in the representation $|\alpha\rangle$ given by (1.7) and (1.9). Making use of the property deduced above of the averaged products of W's it is evident that the large part of $D^{\prime}$ is diagonal with respect to the wave vector quantum numbers appearing in the labelling of (1.7) and (1.9). (The replacement of the product of matrix elements by its average introduces errors of order ${ }^{1} / \mathbb{N}$.) Hence in the same way as before equations of the type (1.8), (I.10), (I.11) can be derived for the large part of $D^{\prime}$.

We remark that $D^{\prime}$ could be the density matrix $\rho_{T}$ of the system at some arbitrary time after the scattering and electric field have been applied. The averaging procedure makes it plausible that the functional form (1 .ll) is possessed by a large part of $D^{\prime}$ at all times. The large part of $D^{\prime}$, or more particularly $\rho_{T}$, then simplifies in the representation defined by

$$
\begin{equation*}
\rho_{T}\left(l_{1} ; l_{2}\right)=\int e^{i \in \eta X} \psi_{l_{1}}^{*}(\underline{x})\langle\underline{x}| \rho_{T}\left|\underline{x}^{\prime}\right\rangle \psi_{l_{2}}\left(\underline{x}^{\prime}\right) d^{3} \underline{x} d^{3} \underline{x}^{\prime} \tag{1.15}
\end{equation*}
$$

where $\mathcal{H}_{l}(\underline{x})$ is the Bloch function for electrons in the perfect lattice
in zero $H$, and $\mathbf{L}$ denotes the complete label ( $\underline{\underline{k}}, \boldsymbol{\nu}$ ) in the reduced zone scheme:

$$
\begin{equation*}
\left\{\rho_{T}\left(t_{1} ; l_{2}\right)\right\}_{\text {large part }}=\rho_{T}\left(\underline{k}_{1} v_{1} ; \underline{k}_{1} v_{2}\right) \delta_{\underline{k}_{1}, k_{2}} \tag{1.16}
\end{equation*}
$$

The method we have used to discuss the diagonality is similar to the arguments of Van Hove (1955) for the zero field case but is not claimed to be as rigorous in its treatment of the scattering. The method tells us nothing about the band suffices $\nu_{1}, \nu_{2}$. By analogy with the zero field case we suppose that a rigorous treatment will confirm that $\rho_{\mathrm{T}}\left(\boldsymbol{l}_{1} ; \boldsymbol{l}_{2}\right)$ is not exactly diagonal in the label $k$ but that the off-diagonal part is small. This will be seen to be the case in deriving the Boltzmann equation by the John and LuttingerGreenwood method.

Before embarking on such a derivation it is important to note how average values of currents can be obtained from $\rho_{T}\left(\boldsymbol{l} ; \boldsymbol{l}^{\prime}\right)$. The average value $\overline{j_{\mu}}$ of the $\mu$ th component of the current is $\operatorname{Tr}\left[\rho_{\mathrm{T}} \dot{j}_{\mu}\right]$. Taking the trace in $\underline{x}$-representation and obtaining $\langle\underline{x}| \rho_{T}\left|x^{\prime}\right\rangle$ in terms of $\rho_{T}\left(\boldsymbol{\ell} ; \boldsymbol{\ell}^{\prime}\right)$ by using the inverse of (1.15) it can be shown (without the use of (1.16) that $\overline{j_{\mu}}$ reduces exactly to

$$
\begin{equation*}
\overline{j_{\mu}}=\int d^{3} \underline{k} \sum_{\nu v^{\prime}} \rho_{T}\left(\underline{k} v ; \underline{k} v^{\prime}\right)\left\langle\underline{k} v^{\prime}\right| j_{\mu}(H=0)|\underline{k} v\rangle \tag{1.17}
\end{equation*}
$$

where the matrix element is of the zero field current operator between Bloch wave states (i.e. of the field-free system). A similar result holds for the average energy.

Apart from the off-diagonal character of the band labels $\rho_{T}(\underline{k} v ; \underline{k})$ behaves in (1.17) as though it were the occupation probability of a (zero field) Bloch state, but it is obvious from (l.15) that $\boldsymbol{\rho}_{\mathrm{T}}\left(\boldsymbol{\ell} ; \boldsymbol{\ell}^{\prime}\right)$ is a much more complicated function. In the free electron model (no crystal lattice) (l.15) may be written as follows:

$$
\begin{equation*}
\left\{\rho_{T}\left(k_{1} k_{2}\right)\right\}_{\text {kraepart }}=\delta_{k, k_{2}} \int^{3} \underline{\xi} \exp \left[-i\left(\underline{k}_{1}-\frac{e}{5 c} \underline{A}(X)\right) \cdot \underline{\xi}\right]\left\langle\underline{X}+\frac{1}{2} \underline{\xi}\right| \rho_{r}\left|\underline{X}-\frac{1}{2} \underline{\xi}\right\rangle \tag{1.18}
\end{equation*}
$$

which corresponds to the Wigner representation (Wigner 1932) for a function of the two non-commuting operators $\boldsymbol{r}$ and

$$
\begin{equation*}
\underline{\Pi}=\underline{P}-\frac{e}{c} \underline{A} . \tag{1.19}
\end{equation*}
$$

II corresponds to the classical velocity $\underline{v}$ and it is significant that $\underline{v}$ is the variable that appears in the classical Boltzmann equation which is valid at arbitrarily high fields.

Finally we note that our discussion, starting from (1.14), of the effect of impurity scattering on diagonality properties could be applied to other representations than that considered here. We shall later investigate the Landau representation in a related way.

## II. DERIVATION OF THE BOLTZMANN EQUATION IN A MAGNETIC FIELD

### 2.1 Density matrix equation of motion

The homogeneity of the system (in an average sense) can be expect ed to produce a sharp distinction between the diagonal and the offdiagonal elements of the density matrix in the representation introduced above. Therefore, following Kohn and Luttinger and Greenwood's method for the $H=0$ case we shall split the equation of motion of the density matrix into diagonal and off-diagonal parts and eliminate the off-diagonal parts to obtain a Boltzmann equation for the diagonal parts (Stinchcombe 1961).

The system considered is one of non-interacting electrons moving in a perfect periodic lattice under the influence of electric and magnetic fields, and scattered by a random distribution of static impurity centres. The total Hamiltonian for each electron is

$$
\begin{equation*}
x_{T}=x_{0}+W+H_{F} \tag{2.1}
\end{equation*}
$$

where

$$
\begin{gather*}
H_{0}=\frac{1}{2 m}\left(p-\frac{e}{c} A\right)^{2}+V_{0},  \tag{2.2}\\
H_{F}=-e \underline{\varepsilon}^{t} \cdot \underline{x}, \tag{2.3}
\end{gather*}
$$

and W is the interaction (1.13) with the impurities. $\mathrm{V}_{0}$ is the lattice potential.

It is assumed that in the infinite past the system is in equilibrium in the absence of the electric field, and that the field is switched on in the following manner:

$$
\begin{equation*}
\underline{\varepsilon}^{t}=\underline{\varepsilon} e^{s t}, \quad s>0 \tag{2.4}
\end{equation*}
$$

Then the density matrix of the complete system may be written

$$
\begin{equation*}
P_{T}(t)=\rho+P_{F}(t) \tag{2.5}
\end{equation*}
$$

where $\boldsymbol{\rho}_{F}$ is the change in the density matrix caused by the electric field ( $\rho_{F}(-\infty)=0$ ) and $\rho$ is the fermi function of ( $\left.\mathcal{K}_{0}+W\right)$. For the Ohmic conductivity $\rho_{F}$ is only required to first order in $\underline{\varepsilon}$. To this order $\rho_{F}$ is determined by the terms linear in $\underline{\varepsilon}$ in the equation of motion of the density matrix. By taking out a factor $e^{s t}$ from $\boldsymbol{P}_{F}$ and $H_{F}$, the linearised equation of motion becomes

$$
\begin{equation*}
i \hbar s f=\left[H_{0}+w, f\right]-C \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{F}=f e^{s t} \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
C=\left[\rho, H_{1}\right] \tag{2.8}
\end{equation*}
$$

with

$$
\begin{equation*}
H_{1}=-e \underline{\varepsilon} \cdot \underline{x} \tag{2.9}
\end{equation*}
$$

$f$ is time-independent. It is the correction to the density matrix at time $t=0$, when the field has reached the value $\underline{\varepsilon}$.

We now write $f$ and $C$ in the representation defined by (1.15), denoting the resulting elements by $f\left(\boldsymbol{l}_{1} ; \boldsymbol{l}_{2}\right)$ and $C\left(l_{1} ; \boldsymbol{l}_{2}\right)$. By writing (2.6) in the $x$-representation and then using the transformation (1.15) and its inverse, the equation of motion for the density matrix is converted into the following equation for $f\left(\boldsymbol{l}_{1} ; \boldsymbol{l}_{2}\right)$ :

$$
i \hbar s f\left(l_{i} l^{\prime}\right)+C\left(l_{i} l^{\prime}\right)=\sum_{l_{1} l_{1}}\left[r e\left(l_{;} \ell^{\prime} l_{1} ; l_{1}^{\prime}\right)+W\left(l_{i} \ell^{\prime} l_{1} l_{1}^{\prime}\right)\right] f\left(l_{i} l_{1}^{\prime}\right)
$$

where

$$
\begin{gather*}
\mathscr{H}\left(l_{i} \ell^{\prime} \mid l_{1} ; l_{1}^{\prime}\right)=\int d^{3} \underline{x} d^{3} \underline{x}^{d^{3} \underline{x}^{\prime \prime}} e^{i \in \eta x} \psi_{l}^{*}(\underline{x}) \psi_{l^{\prime}}\left(\underline{x}^{\prime}\right) \\
\qquad\left\{\begin{array}{l}
\langle\underline{x}| x_{0}\left|\underline{x}^{\prime \prime}\right\rangle e^{-i \in \eta^{\prime \prime \prime} x^{\prime \prime \prime}} \psi_{l_{1}\left(\underline{x}^{\prime \prime}\right)} \Psi_{l_{1}^{*}\left(\underline{x}^{\prime}\right)} \\
-\left\langle\underline{x}^{\prime \prime}\right| x_{0}\left|\underline{x}^{\prime}\right\rangle e^{-i \in \eta^{0 \prime \prime} x^{0 \prime \prime}} \Psi_{l_{1}}(\underline{x}) \Psi_{l^{\prime}}^{*}\left(\underline{x}^{\prime \prime}\right)
\end{array}\right\} \tag{2.11}
\end{gather*}
$$

and $W$ is given similarly in terms of matrix elements of $W$. In (2.11),

$$
\xi^{\prime \prime \prime}=x-x^{\prime \prime}, \quad x^{\prime \prime \prime}=\frac{1}{2}\left(x^{\prime \prime}+x^{\prime}\right) \text {, etc }
$$

All the terms on the right hand side of (2.10) come from the commutator of $f$ with ( $\mathcal{K}_{0}+W$ ) and (c.f. (2.11)) each consists of two terms which can be shown to be complex conjugates of each other. Note also that from (1.11) it is possible to write

$$
\begin{equation*}
\langle\underline{x}| \mu_{0}\left|\underline{x}^{\prime}\right\rangle=e^{-i \epsilon \eta x} h(\underline{\xi}, \underline{x}) \tag{2.12}
\end{equation*}
$$

where $h$ has the periodicity of the lattice with respect to its X -dependence.

Our earlier considerations suggest that because of the randomness of the scattering centres $f\left(k \boldsymbol{v} ; k \boldsymbol{v}^{\prime}\right)$ should be much larger than $f\left(k \boldsymbol{\nu} ; k^{\prime} \boldsymbol{\nu}^{\prime}\right)$. We shall also find that, except when bands may overlap, $f\left(k \boldsymbol{v} ; k^{\prime} \boldsymbol{\nu}\right)$ is much larger than $f\left(k \nu ; k^{*} \boldsymbol{\nu}^{\prime}\right)$. Proceeding with this in mind we split (2.10) into diagonal $\left(\boldsymbol{\ell}^{\prime}=\ell\right)$ and off-diagonal ( $\left.\boldsymbol{e}^{\prime} \neq \ell\right)$ parts. The equations obtained in this way can be written symbolically as

$$
\begin{align*}
& \text { itisfd }+c_{d}=(x+w)_{d}^{d} f_{d}+(r+w)^{d} \text { nd fud }  \tag{2.13}\\
& i f_{\text {ns }} f_{n d}+c_{n d}=(x+w)_{d}^{n d} f_{d}+(r+w)^{n d} \text { nd fund }^{n} \text { fr e } \tag{2.14}
\end{align*}
$$

where the subscripts d, nd denote diagonal and non-diagonal parts of f's or C's. The subscripts and superscripts on the integral operators $\mathcal{X}$ and $W$ refer to the character of the $f$ 's they connect. For example

2.2. Ordering of equations in weak-scattering limit

We attempt to solve these complicated coupled equations in the weak scattering limit. In the treatment by Kohn and Luttinger of the zero field case it is shown that in this limit the equations have a solution which is independent of the rate $s$ at which the electric
field is switched on provided $s<^{l} / \tau$ where $c$ is of the order of the relaxation time of the system. We shall take the weak scattering limit in such a way that $s$ is about equal to ${ }^{l} / \tau$ ( $\tau$ depends inversely on the scattering) and only later make use of the fact that in proctie the rate of application of the electric field is always such that $s \tau \ll l$.

It will turn out that the restriction $s \sim^{1} / \tau$ is not the only one that has to be imposed. In a similar way the size of the magnetic field has to be introduced into the limiting process. To show this we demonstrate how an attempt to solve the equations in the weak scattering limit for arbitrary fields breaks down.

Replacing $W$ by $\lambda_{W} W$, where $\lambda_{W}$ is a dimensionless parameter measwring the strength of the scattering, compared to the fermi energy, since $z \propto \lambda_{w}^{-2}$ our restriction on $s$ requires that $s=\lambda_{s}{ }^{2} s_{0}$ where $\lambda_{S} \sim \lambda_{w}$ and $s_{o}$ is some reference frequency independent of $\lambda_{w}$. The integral operators and inhomogeneous terms can then be ordered with respect to $\lambda_{W}$ :

$$
\begin{align*}
& R_{\cdots}^{\cdots} \sim \lambda_{w}^{0} \\
& w^{\cdots} \sim \sim \lambda_{w}^{\prime} \\
& C_{-} \sim \lambda_{w}^{0} \tag{2.15}
\end{align*}
$$

(were it not for the band labels, $C_{n d}$ would vanish to zero ${ }^{\text {th }}$ order in $\lambda_{W}$ using the property (l .ll) of functions of the Hamiltonian $\boldsymbol{x}_{\mathrm{O}}$ ).

Solving (2.14) formally for $f_{n d}$ in terms of $f_{d}$, and substituting into (2.13) shows that, to lowest order in $\lambda_{w}, f_{d}$ is of order $\lambda_{w}{ }^{0}$ and is determined by

$$
\begin{equation*}
H_{d}^{d} f_{d}=C_{d}-H_{n d}^{d}\left(H^{n d}{ }_{n d}\right)^{-1}\left[C_{n d}-H_{d}^{n d} f_{d}\right] . \tag{2.16}
\end{equation*}
$$

Now in the limit of zero field the integral operators $\mathbb{k}^{\mathrm{d}} \mathrm{d}$, $\mathscr{H}^{\text {nd }} d, \mathscr{H}^{d} n$, and $W^{d}$ vanish. For in this limit the general kernel becomes
$\left[\mathcal{L}\left(l_{i} l^{\prime} \mid l_{1} ; l_{1}^{\prime}\right)+W\left(l_{i} \ell^{\prime} \mid l_{1} ; l_{1}^{\prime}\right)\right]_{H=0}$

$$
\begin{equation*}
\left.=\left(E_{l}-E_{l^{\prime}}\right) \delta_{l l_{1}} \delta_{l^{\prime} l_{1}^{\prime}}+\langle l| w\left|l_{1}\right\rangle \delta_{l} l_{1}^{\prime}-\left\langle l_{l}^{\prime}\right| w\left|l^{\prime}\right\rangle \delta_{l l_{1}}\right) \tag{2.17}
\end{equation*}
$$

where the matrix elements are between Bloch states and $E_{\ell}=\langle\ell| \mathscr{X}_{\mathrm{O}} \mathrm{H}=\mathrm{O}|\ell\rangle$ is the zero field Bloch energy.

Hence in zero field the coefficient of $f_{d}$ in (2.16) is zero. The equation only gives a solution valid in the weak scattering limit provided the effect of the field $H$ is not too small. Then
$f_{d} \sim \lambda_{w}{ }^{\circ}$.
In the absence of the magnetic field, the weak scattering treatmont (John and Luttinger 1957) gives $f_{d} \sim \lambda_{w}{ }^{-2}$.

These different dependences reflect the different mechanisms which limit the momentum acquired by the electrons under the influence of the electric field: when $H=0$ the scattering is entirely responsible; if there is a magnetic field perpendicular to the electric field the electrons execute closed orbits under the influence of the Lorentz force and this mechanism dominates in the weak-scattering limit. This is the physical justification of the "high field" equation (2.16). It indicates that this equation, and similar ones representing successive orders in a perturbation development in powers of $\lambda_{W}$, provides a basis for evaluating the transverse magneto conductnance in high fields.

We concern ourselves here with the development of a method which can correctly include the zero field limit. Such a method must take into account the vanishing of $\mathscr{X}^{d} d, \mathbb{X}^{n d} d, X^{d} n d$ as the field goes to zero. This can be accomplished by ordering (2.13) and (2.14) not just with respect to $\lambda_{W}$, but also with respect to a parameter $\lambda_{H}$ measuring the size of the field. We assume that each of $\lambda_{w}$ and $\lambda_{H}$ are small compared to $l$ but not in relationship to each other. The limiting process $\lambda_{H} \ll l$ is the extra condition referred to earlier We define $\lambda_{\mathrm{H}}$ by $\hbar \omega_{\mathrm{C}}=\lambda_{\mathrm{H}}^{2} \bar{E}$ when $\overline{\mathrm{E}}$ is the smallest $\lambda_{\mathrm{w}}$ - independent energy typical of the system. The possible energies are the Fermi energy $\rho$, the thermal energy $\mathrm{k}_{\mathrm{B}} T$ and egg., an energy $\epsilon_{S} \sim \hbar^{2} /\left(2 \mathrm{ma}^{2}\right)$ associated with the range a of the potential of a single scatterer. The energy $\hbar / \tau$ is $\lambda_{W}$ - dependent.
(2.13), (2.14) are to be evaluated in the limit

$$
\begin{equation*}
\lambda_{S} \sim \lambda_{w} \ll 1 ; \quad \lambda_{H} \ll 1 . \tag{2.18}
\end{equation*}
$$

The integral operators $\mathbb{K}^{d} d$, $\mathcal{K}^{d}$ nd $, K^{n d} d, W^{d} d$ can be shown to go linearly to zero with the field; that is, they are of order $\lambda_{H}{ }^{2}$. The other integral integral operators and the inhomogeneous terms are all of order $\lambda_{\mathrm{H}}{ }^{\circ}$ :

$$
\begin{align*}
& H^{n d} u d_{1}^{1}, C_{d}, C_{n d} \sim \lambda_{w}^{0} d_{H}^{0} \\
& W^{-d} u_{d}, W_{d}^{u d}, W_{n d}^{n d} \sim \lambda_{w} \lambda_{H}^{0} \\
& H_{d,}^{d} H^{e_{d}}, X_{u d}^{d} \sim \lambda_{w}^{0} \lambda_{H}^{2} \\
& W_{d}^{d} \sim \lambda_{w} \lambda_{H}^{2} . \tag{2.19}
\end{align*}
$$

Using (2.19), it is now possible to deduce from (2.13), (2.14) the leading order dependence of $f_{d}, f_{n d}$ on $\lambda_{W}, \lambda_{S}, \lambda_{H}$ in the limit (2.18). Eliminating $f_{n d}$ and discarding all but the leading order terms in the resulting coefficient of $f_{d}$ and in the inhomogeneous term gives:

$$
\begin{equation*}
\left[i t_{s}-x_{d}^{d}+w^{d}{ }_{n d}\left(x^{n d}{ }_{n d}\right)^{-1} w^{n d}\right] f_{d}=-C_{d} . \tag{2.20}
\end{equation*}
$$

In (2.20), the order of the operator applied to $f_{d}$ is $\ldots \lambda_{s}^{2}+$ $\ldots \lambda_{\mathrm{H}}{ }^{2}+\ldots \lambda_{\mathrm{w}}{ }^{2}$. $C_{\alpha}$ is of order 1 .

We can now consider three possibilities for the relative order of $\lambda_{W}, \lambda_{H}$ :
(i) $\lambda_{W}{ }^{2} \ll \lambda_{H}{ }^{2}(\ll 1)$. Then $f_{d} \sim 1 / \lambda_{H}{ }^{2}$. In this scheme the lowest order equation contains no scattering terms. The scattering can be introduced by a perturbation development in $\left(\lambda_{W} / \lambda_{H}\right)$. This is the high field approach already mentioned, but here it contains the additional restriction $\lambda_{\mathrm{H}} \ll 1$.
(ii) $\lambda_{H}{ }^{2} \ll \lambda_{W}{ }^{2} \ll 1$. Then $f_{d} \sim 1 /\left[\lambda_{W}{ }^{2}+\lambda_{S}{ }^{2}\right]$ and the lowest order equation does not contain the field. This is introduced as a perturbation (expansion in powers of $\lambda_{H} / \lambda_{W}$ ). This method is limited to very weak fields ( $\omega_{c} \tau \ll 1$ ).
(iii) The third possibility is the introduction of a limiting process with

$$
\begin{equation*}
\lambda_{H}^{2} \sim \lambda_{w}^{2} \sim \lambda_{s}^{2} \ll 1 . \tag{2.21}
\end{equation*}
$$

Then the terms of leading order in both the field and the scattering are retained. This method should be valid for arbitrary $\omega_{c} \tau$.

### 2.3. Boltzmann equation for arbitrary w

We adopt the third possibility above, imposing the limiting process (2.21). Then

$$
\begin{align*}
& f_{d}=\lambda_{w}^{-2} \text { function of }\left(\lambda_{H} / \lambda_{w}, \lambda_{s} / \lambda_{w}\right) \\
& \text { fud }=\lambda_{w}^{-1} \text { function of }\left(\lambda_{H} / \lambda_{w}, \lambda_{s} / \lambda_{w}\right) \tag{2.22}
\end{align*}
$$

(consistent with the results of Kohn and Luttinger for the zero field case). Under the limiting process (2.21) equations (2.13) and (2.14) are to be replaced by

$$
\begin{align*}
& i \hbar s f_{d}+\hat{C}_{d}=\hat{H}_{d}^{d} f_{d}+\hat{W}^{d}{ }_{n d} f_{n d}  \tag{2.23}\\
& i t_{i} f_{n d}=\hat{\tau}^{n d} f_{d}+\hat{H}^{n d} f_{n d} \tag{2.24}
\end{align*}
$$

where the circumflex indicates that the integral operators and inhomogeneous terms are to be evaluated to leading order in $\lambda_{w}$ and $\boldsymbol{\lambda}_{\mathrm{H}}$. The term i $\boldsymbol{h}_{\mathrm{S}} \mathrm{f}_{\mathrm{nd}}$ is of higher order than the other terms in (2.24) but it cannot be discarded as it later appears in a limiting form for a delta function. It is a simple matter to solve (2.24) for $f_{n d}$ in terms of $f_{d}$, since $\widehat{W}^{\text {nd }}{ }_{d}$ and $\hat{\mathscr{H}}_{n d}^{\text {nd }}$ are the zero field values of $\boldsymbol{W}^{n d}$, $\mathcal{H}^{n d} n d$. The result is

$$
\begin{equation*}
f\left(l_{i} l^{\prime}\right)=\frac{\langle l| w\left|l^{\prime}\right\rangle\left[f\left(l_{i}^{\prime} l^{\prime}\right)-f\left(l_{i} l\right)\right]}{i \hbar s-\left(E_{l}-E_{l^{\prime}}\right)} . \tag{2.25}
\end{equation*}
$$

(2.25) shows that $f_{n d} \sim \lambda_{w} f_{d}$ as long as there is no band overlap. The last term in (2.23) can be simply reduced by inserting (2.25) for $f_{n d}$ and recognizing the limiting form for a delta-function:

$$
\begin{equation*}
\left.\hat{\boldsymbol{w}}^{d}{ }_{\text {nd }} f_{n d}=2 \pi i \sum_{l_{1}}|\langle l| W| l_{1}\right\rangle\left.\right|^{2}\left[f\left(l_{1} ; l_{1}\right)-f\left(l_{i} l\right)\right] \delta\left(E_{l_{1}}-E_{l}\right) . \tag{2.26}
\end{equation*}
$$

Using (2.26), equation (2.23) becomes an equation for $f_{d}$ alone. The inhomogeneous term $\hat{C}_{d}$ is the zero field limit of $C_{d}$ and reduces to

$$
\begin{equation*}
\hat{c}_{d}(l ; l)=i e \underline{\varepsilon} \cdot \frac{\partial}{\partial \underline{k}} f^{0}(l ; l) \tag{2.27}
\end{equation*}
$$

where

$$
\begin{equation*}
f^{0}(\ell ; l)=\langle l| \rho\left\{R_{0 H=0}\right\}|l\rangle . \tag{2.28}
\end{equation*}
$$

The integral operator $\hat{\mathcal{H}}^{\mathrm{d}}{ }_{\mathrm{d}}$ is the part of $\mathcal{H}^{\mathrm{d}}$ linear in the magnetic field. It turns out that $\mathbb{X}^{d}{ }_{d}$ consists of the linear term only. This is most easily seen by using the diagonal part, $\mathcal{X}^{d} d$, of (2.11) and performing partial integrations to take derivatives from $\delta\left(\underline{x}-x^{\prime \prime}\right)$ 。 After the partial integrations the phase factors $\exp (i \in q X, \ldots)$
become unity and the terms of order $H^{0}, H^{1}, H^{2}$ can be separated. The terms of order $\mathrm{H}^{\mathrm{o}}, \mathrm{H}^{2}$ vanish, leaving

$$
\begin{equation*}
\psi_{d}^{d}\left(l_{i} l \| l_{1} ; l_{1}\right)=\operatorname{Im} \frac{i \hbar c}{m c} \int d^{3} \underline{x} d^{3} \underline{x}^{\prime} \Psi_{l_{1}}^{*}\left(\underline{x}^{\prime}\right) \Psi_{l}\left(\underline{x}^{\prime}\right) \Psi_{l_{1}}(\underline{x}) \underline{H} \cdot\left(\underline{\xi} \times \frac{\partial}{\partial \underline{x}}\right) \Psi_{l}^{*}(\underline{x}) . \tag{2.29}
\end{equation*}
$$

Inserting this for $\hat{\mathscr{H}}^{\mathrm{d}}$ d and using properties of Bloch state matrix elements yields

$$
\begin{equation*}
\sum_{l_{1}} \hat{\mathscr{H}}_{d}^{d}\left(l_{i} l l_{1} ; l_{1}\right) f_{d}\left(l_{i} ; l_{1}\right)=-\frac{i e}{c}(\underline{v} l \times \underline{H}) \cdot \frac{\partial}{\partial \underline{k}} f(l ; l) \tag{2.30}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{l}=\hbar^{-1} \frac{\partial E_{l}}{\partial \underline{k}} . \tag{2.31}
\end{equation*}
$$

The equation obtained by inserting the detailed forms of the kernels and inhomogeneous term into (2.23) contains, in the collision term (2.26), the square modulus of the matrix element $\langle\ell| W\left|l_{1}\right\rangle$ of the interaction of an electron with all impurities. A similar form occurs in treatments of the zero field equation. The usual method of reducing this is as follows. We have

$$
\begin{equation*}
\langle l| W\left|l_{1}\right\rangle=\frac{V_{l_{1}}}{\Omega} \sum_{i}^{N} \exp \left[i\left(\underline{k}-\underline{k}_{1}\right) \cdot \underline{r}_{i}\right] \tag{2.32}
\end{equation*}
$$

where the $r_{i}$ are the locations of the impurity centres, assumed uncorrelated and always to be situated at a lattice site, and

$$
\begin{equation*}
V_{\ell \ell_{1}}=\int_{\Omega} \exp \left[-i\left(\underline{k}-\underline{k}_{1}\right) \cdot \underline{r}\right] u_{l}^{*} u_{l_{1}} V(r) d^{3} \underline{r} . \tag{2.33}
\end{equation*}
$$

$u_{l}$ is the periodic part of the Bloch function $\langle\ell \mid x\rangle$. The sum $\sum_{k_{1}}$ in the collision term may be broken up into regions $R$ of momentum ${ }^{1}$ space so small that the only term that varies appreciably in this region is $\left.|\langle l| w| \ell_{1}\right\rangle\left.\right|^{2}$. It may then be proved (Kohn and Luttinger 1957)) that $\left.\sum_{k_{1} \text { in } R}|\langle l| w| \epsilon_{1}\right\rangle\left.\right|^{2}$ may be replaced by its average over all the different distributions of the impurities,
provided that $N$ is large. (The same is not true for $\left.|\langle\ell| W| l_{1}\right\rangle\left.\right|^{2}$.) This average is shown to be $\left|V_{l} l_{1}\right|^{2} N / \Omega^{2}$. Since the transition probability of an electron going from state $\boldsymbol{l}$ to $\boldsymbol{l}_{1}$ is, to second order in the scattering, just

$$
\begin{equation*}
W_{l l_{1}}=\frac{2 \pi N}{\hbar} \frac{\left|V_{l l_{1}}\right|^{2}}{\Omega^{2}} \delta\left(E_{l}-E_{l_{1}}\right), \tag{2.34}
\end{equation*}
$$

the collision term can be written in its usual form

$$
\begin{equation*}
\sum_{l_{1}}\left\{W_{l l_{1}} f\left(l_{1} ; l_{1}\right)-W_{l_{1} l} f(l ; l)\right\} . \tag{2.35}
\end{equation*}
$$

Recognizing that for the physically interesting rates at which the electric field could be applied s is very much less than the inverse of the relaxation time, the term i $\boldsymbol{h}_{s} \mathrm{f}(\boldsymbol{l} ; \boldsymbol{l})$ in (2.23) may be discarded, and the final equation is obtained:

$$
\begin{align*}
& \frac{e}{\hbar} \underline{\varepsilon} \cdot \frac{\partial}{\partial \underline{k}} f^{c}\left(l_{i} l\right)+\frac{e}{\hbar c}\left(\underline{v}_{l} \times \underline{H}\right) \cdot \frac{\partial}{\partial \underline{k}} f\left(l_{i} l\right) \\
&  \tag{2.36}\\
& \quad+\sum_{l}\left\{W_{l, l} f\left(l_{i} l\right)-W_{l l,} f\left(l_{1} ; l_{l}\right)\right\}=0
\end{align*}
$$

This is the usual Boltzmann equation Jones and Zener 1934, Peierls 1931, 1932.

The current is determined by inserting into (1.17) $\rho_{T}$ in terms of $f$. Assuming non-overlapping bands (c.f. (2.25)), the result takes the familiar form

$$
\begin{equation*}
\overline{J_{\mu}}=\sum_{\nu} \int d^{3} \underline{k} f(\ell ; \ell)\langle\ell| j_{\mu}(H=0)|\ell\rangle \tag{2.37}
\end{equation*}
$$

In both (2.36) and (2.37) the meaning of $f(l ; l)$ is much less obvious than is usually suggested.

### 2.4. Corrections

A detailed investigation of corrections to (2.36) confirms that the result does not depend on $\omega_{c} \tau$ being small.

The first corrections of higher order in $\lambda_{w}$ are similar to those met in the problem of conduction in zero field and can be dealt with by the arguments developed for that case. Such corrections arise from the term $W^{\text {nd }}{ }_{n d} f_{n d}$ in (2.14) which gives an additional term in (2.24). Iterating the resulting equation gives

$$
\begin{align*}
& f_{\text {ud }}\left(l_{i} \ell^{\prime}\right)=\frac{\langle l| w\left|l^{\prime}\right\rangle\left[f\left(l_{i}^{\prime} l^{\prime}\right)-f\left(l_{i} \ell\right)\right]}{i \hbar s-\left(E_{l}-E_{l^{\prime}}\right)} \\
& +\sum_{4}\langle l| w\left|l_{l}\right\rangle\left\langle l_{1}\right| w\left|l^{\prime}\right\rangle\left[\frac{f\left(l_{i}^{\prime} l^{\prime}\right)-f\left(l_{i} l_{l}\right)}{i \hbar s-\left(E_{l_{i}}-E_{l}\right)}-\frac{f\left(l_{i} l\right)-f\left(l_{i} l_{l}\right)}{-i t_{i} s-\left(E_{l}-E_{l}\right)}\right]+\cdots \tag{2.38}
\end{align*}
$$

where $\boldsymbol{l} \neq \boldsymbol{l}^{\prime}$. The first term (cof. (2.25)) was included in the derivation of the Boltzmann equation. The leading correction is one order of $\lambda_{W}$ smaller but since it is a sum over many terms it is not obvious that it really can be neglected. If, in the leading correction, we break up the sum $\sum_{\mathrm{k}_{1}}$ into small regions $R$ of momentum space and perform the averaging procedure presented in I over all distributions of impurities, we may then replace $\sum_{k_{1}} i_{R}\left\langle\| W \mid l_{1}\right\rangle\left\langle l_{1}\right| W\left|l^{\prime}\right\rangle$ by its ensemble average. This average has a form reflecting the overall homogeneity of the system:

$$
\begin{equation*}
\sum_{k_{1} i n R}\langle l| w\left|l_{1}\right\rangle\left\langle l_{1}\right| w\left|l^{\prime}\right\rangle \sim \delta_{k_{k}} \sum_{k_{1} i n R}\langle l| w\left|l_{1}\right\rangle\left\langle l_{1}\right| w\left|l^{\prime}\right\rangle \tag{2.39}
\end{equation*}
$$

This is the "diagonal singularity" property exploited by Van Hove (1955) in the derivation of a zero field transport equation. In our derivation it must be used to take care of the troublesome corrections of higher order in $\boldsymbol{\lambda}_{W}$. In the limit of an infinite system (2.39) becomes exact and then in (2.38) the first correction contributes only for $k=k^{\prime}$. In the case of a single band, $l \neq \ell^{\prime}$ implies $k \neq k^{\prime}$ and the first correction term disappears. More generally $\ell \neq \ell^{\prime}$ and $k=k^{\prime}$ are possible together only if $\boldsymbol{\nu} \neq \boldsymbol{V}^{\prime}$ and the first correction terms can again be shown to be small. The properties of the scattering potential ensure that the same is true for all higher iterations and for correction terms of higher order in $\lambda_{w}$ in general. Such corrections are small provided $\hbar / \tau \ll \zeta$ (c.f. Chester and Thellung 1959, for the zero field case).

Corrections from terms of higher order in $\lambda_{H}$ could arise from the field-dependence of the integral operatorstr. But because the perturbing potential is diagonal in coordinate representation it may be shown that

$$
\begin{equation*}
W=\widehat{W}, \tag{2.40}
\end{equation*}
$$

i.e. there are no magnetic field-dependent corrections to $\widehat{W}$. similemarly (c.f. (2.29)) there are no corrections to $\hat{\boldsymbol{\chi}}^{\mathrm{d}}$. The principal field-dependent corrections arise from the other integral operators $\nVdash$, from the inhomogeneous term $C_{d}$, and from higher order terms in the iteration of (2.13), (2.14). Such corrections may be shown to be small provided

$$
\begin{equation*}
\hbar w_{c} \ll \operatorname{mun}\left\{\zeta, k_{B} T_{1} \varepsilon_{s}=\hbar^{2} /\left(2 m a^{2}\right), \ldots\right\} \tag{2.41}
\end{equation*}
$$

where the right hand side is the smallest $\lambda_{W}$-independent energy typical of the system.

Among the effects of higher order corrections are
(i) Quantum effects occurring when $\hbar \omega_{c}$ approaches $k_{B} T$. These show up in particular in modifications of the inhomogeneous term (2.27). For the case of free electrons obeying Boltzmann statistics the modification due to the field is obtained by replacing in (2.27) $f^{\circ}(k ; k)$ by

$$
\begin{equation*}
\delta^{-1} \gamma^{3 / 2} \exp \left[-\beta E_{k} r\right] \tag{2.42}
\end{equation*}
$$

where $\beta={ }^{I} /\left(k_{B} T\right), \beta \hbar \omega_{c} \gamma=\tanh \beta \hbar \omega_{c}, \beta \hbar \omega_{c} \delta=\sinh \beta \hbar \omega_{c}$ (Sondheimer and Wilson, 1951). For the degenerate case the corresponding (more complicated) replacement gives rise to the Schubnikov-de Haas oscillations in the conductivity. These oscillations have period e $\hbar /(\mathrm{mc} \rho \mathrm{r})$, where $r$ is an integer, and appear when $\hbar \omega_{c} \geqslant k_{B} T, \hbar / \tau$.
(ii) Extreme quantum limit effects occuring in the same way as (i), when $\hbar \omega$ approaches $\zeta$.
(iii) Relaxation of the strict energy conservation in (2.26) due to decay of the intermediate states.
(iv) Replacement of $V_{\ell}$ in (2.34) by a t-matrix element giving the complete effect of a single scatterer (in zero field). This is a desirable resummation to make since scattering potentials are not in general weak, and the weak scattering assumption would be better replaced by the assumption of low concentration of scatterers.
(v) Effects associated with the curvature of the electron trayectory during scattering, when $\hbar \omega_{C}$ approaches $\epsilon_{S}$.

Although we have arrived at a static (also linearised) equation (2.36), the effect of an electric field oscillating with frequency $\omega$ can be treated just as easily by replacing s by s-iw throughout. Writing $w=\lambda^{2}{ }_{s}$ o the ordering $\lambda_{H}{ }^{2} \sim \lambda_{W}{ }^{2} \sim \lambda_{s}{ }^{2} \sim \lambda^{2} \ll 1$ then gives the usual equation in which (2.36) is generalised by the addition of a
term $\hbar \omega \mathrm{f}(\boldsymbol{l} ; \boldsymbol{l})$ on the left hand side. Such an equation can handle cyclotron resonance and other non-static effects.
III. SOLUTION OF THE BOLTZMANN EQUATION
3.1. Isotropic systems

We have several times used the term relaxation time. Just as in the zero field case (Peierls 1955) a precise meaning to the term can be given for isotropic systems with elastic scattering in which the transition probability $\boldsymbol{W}_{\mathrm{Kk}_{1}}$
depends only on the angle between $k$ and $k_{1}$. (We omit band labels for simplicity).

For this case the Boltzmann equation (2.36) can be solved by expanding $f(\underline{k}, \underline{k})$ in spherical harmonies:

$$
\begin{equation*}
f(k, \underline{k})=\sum_{l m} n_{l m}\left(E_{k}\right) Y_{l m}(\Omega) . \tag{3.1}
\end{equation*}
$$

$\Omega$ here denotes the spherical polar angles ( $\theta, \varphi$ ) specifying the direct ion of k . The polar axis has been taken along the direction of the magnetic field. If $\left(\theta_{1}, \varphi_{1}\right)$ similarly defines the direction of $k_{1}$, and $d \Omega_{1}$ is a corresponding element of solid angle, the collision term (2.35) can be reduced as follows:

$$
\begin{align*}
\sum_{k_{1}} W_{k k_{1}}\left(f\left(k_{1}, k_{1}\right)-f(k, k)\right) \equiv \int d \Omega_{1} \omega(\theta)\left[f\left(k_{1}, k_{1}\right)-f(k, k)\right] \\
=-\sum_{l m} n_{\ell m} Y_{\ell m}(\Omega) \frac{1}{z_{l}} \tag{3.2}
\end{align*}
$$

where

$$
\begin{equation*}
\frac{1}{z_{l}}=\int d \Omega_{1}\left[1-P_{t}(\cos \theta)\right] \omega(\theta) . \tag{3.3}
\end{equation*}
$$

$\omega(\boldsymbol{C})$ is the differential scattering probability and $\tau_{l}$ is the (zero field) relaxation time associated with the rate of change, due to collisions, of the part of $f$ proportional to $Y_{\ell m}$.

Similarly, because $H-\underline{k} \wedge \partial \underline{k}=H \partial / \partial p$, the term (2.30) giving the rate of change of $f$ due to the magnetic field can be written

$$
\begin{equation*}
-\frac{e}{h c}\left(\underline{v}_{x} \wedge \underline{H}\right) \cdot \frac{\theta}{\partial \underline{k}} f(\underline{k} \underline{k})=\sum_{l m} n_{l m} Y_{l m} \text { io } \tilde{w}_{c} \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{w}_{c}\left(E_{k}\right)=\frac{e H}{\hbar_{c}} \frac{\left|v_{k}\right|}{k} . \tag{3.5}
\end{equation*}
$$

If $\Omega_{\varepsilon}$ denotes the polar angles ( $\theta_{\varepsilon}, \varphi_{\varepsilon}$ ) determining the direction of the electric field (with $\theta_{\varepsilon}$ again measured from the magnetic field direction) the inhomogeneous term in (2.36) is

$$
\begin{equation*}
-\frac{e}{\hbar} \underline{\varepsilon} \cdot \frac{\partial}{\partial \underline{k}} f^{0}(k k)=N\left(E_{k}\right) \sum_{m^{\prime}=-1}^{1} Y_{I m^{\prime}}(\Omega) Y_{I m^{\prime}}^{*}\left(\Omega_{\varepsilon}\right) \tag{3.6}
\end{equation*}
$$

where $N\left(E_{k}\right)$ is a coefficient independent of the magnetic field:

$$
\begin{equation*}
N\left(E_{k}\right)=-e \varepsilon\left|v_{k}\right| \frac{\partial f^{0}}{\partial E_{k}} \tag{3.7}
\end{equation*}
$$

The Boltzmann equation therefore gives

$$
\begin{equation*}
n_{l m}\left[\frac{1}{\tau_{l}}-i m \tilde{w}_{c}\right]=N \delta_{l, 1} \sum_{m^{\prime}=-1}^{1} Y_{l m^{\prime}}\left(\Omega_{\varepsilon}\right) \delta_{m m^{\prime}} \tag{3.8}
\end{equation*}
$$

This determines $n_{l m}$ for all (lam) except $(0,0)$. $n_{o o}$ can be shown to be zero if some inelastic collisions are allowed for. The only nonzero $n_{l m}$ are those with $l=1$ and $m=0$ or $\pm 1$. The usual zero field lifetime $\boldsymbol{\tau}_{I}$ appears but it is now combined for $m= \pm \boldsymbol{l}$, with the term $\boldsymbol{i m} \boldsymbol{\omega}_{c}$ due to the field.

For the particular ("longitudinal") case where $\boldsymbol{E} / / \underline{H}$, only the term with $\mathrm{m}^{\prime}=0$ occurs on the right hand side of (3.8) and the effect of the magnetic field completely disappears. This is the well known result that isotropic systems have no longitudinal magneto resistance.

For general orientations the component of current in the direction specified by the polar angles $\Omega_{j}:\left(\boldsymbol{\theta}_{j}, \boldsymbol{\varphi}_{j}\right)$ is obtained by inserting $\mathrm{f}_{\boldsymbol{l} \mathrm{m}}$ into (2.37):

$$
\begin{equation*}
\bar{J}\left(\Omega_{j}\right)=\int d E B(E) \sum_{m=-1}^{1} \frac{Y_{i m}^{*}\left(\Omega_{j}\right) Y_{1 m}\left(\Omega_{\varepsilon}\right)}{1-i m \tilde{\omega}_{c}(E) \tau_{1}(E)} \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
B(E)=-2 \frac{\partial Z}{\partial E} e^{2} \varepsilon\left|v_{n}\right|^{2} \frac{\partial f^{0}}{\partial E} z_{1}(E) \tag{3.10}
\end{equation*}
$$

and $\boldsymbol{Z} / \partial \mathrm{D}$ is the density of states in energy.
If both $\underline{\varepsilon}$ and $\overline{\mathcal{i}}$ are perpendicular to $H\left(\boldsymbol{\theta}_{j, \overline{\bar{\varepsilon}}} \boldsymbol{\pi} / 2\right)$ the sum over $m$ reduces to

$$
\begin{equation*}
\left[1+\left(\tilde{\omega}_{c} \tau_{1}\right)^{2}\right]^{-1 / 2} \cos \left(\varphi_{j}-\varphi_{\epsilon}+\varphi_{H}\right) \tag{3.11}
\end{equation*}
$$

where $\boldsymbol{\varphi}_{\mathrm{H}}$ is the "Hall angle" given by

$$
\begin{equation*}
\tan \varphi_{H}(E)=\tilde{\omega}_{c}(E) \tau_{1}(E) . \tag{3.12}
\end{equation*}
$$

In metals the factor $\partial f^{\circ} / \partial \mathrm{E}$ in (3.10) fixes all the energies in (3.9) at the fermi energy 5 . The average current is therefore a maximum in the direction making an angle $\boldsymbol{P}_{H}(\boldsymbol{\xi})$ with the direction of $\boldsymbol{\mathcal { E }}$. The ratio of this maximum current to the component $\boldsymbol{\varepsilon} \cos \boldsymbol{\varphi}_{H}$ of $\boldsymbol{\mathcal { E }}$ in the same direction is independent of $H$, which is the statement of no transverse magnetorresistance for an isotropic system with one type of carrier. The ratio of the maximum current to the component of $\varepsilon$ perpendicular to it (and to $H$ ) is ( $R H)^{-1}$ where $R$ is the Hall coefficient $R$ gives a measure of the density $\mathbb{N}$ of conduction electrons. For the case under consideration it is given by

$$
\begin{equation*}
\frac{1}{R}=H_{\sigma_{0}} \cot \varphi_{H}(\xi)=N e c \tag{3.13}
\end{equation*}
$$

where $\sigma_{0}$ is the zero field conductivity of the system.
The slightly more complicated case where two different isotropic bands each contribute a term of the form (3.9) to the conduction current gives rise to a non-vanishing trans-verse magneto-resistance, but the longitudinal magneto-resistance remains zero. The resulting trans verse magneto-resistance (the relative increase in the resistivity for conduction perpendicular to $H$ ) is initially proportional to $H^{2}$ but except in special cases saturates when the field is such that $\tilde{\omega}_{c} \tau \geqslant l$ for each band. For particular relation-ships between the parameters of the bands, the transverse magneto-resistance can remain zero (equal mobilities) or fail to saturate (equal and opposite Hall coefficients).

### 3.2 Anisotropic Systems

The fact that such simple (single band) systems as the alkali metals show magneto-resistance makes it clear that the effects of anisotropy cannot be neglected even for such cases.

In the case of a single band, $f$ is completely specified by the three components of k ; or equivalently (choosing the z-axis in the direction of $H$ ) by $k_{Z}, E_{k}$ and a third parameter $\alpha$ labelling the position on the curve (the classical phase space trajectory) defined by $E=$ const., $k_{z}=$ const.

If $d k / /$ is an element of arc length along the curve and $v_{\perp}$ is the component of velocity (ie. of grad $E_{k}$ ) perpendicular to the curve, a convenient choice of $\alpha$ is the phase variable

$$
\begin{equation*}
\alpha=-\frac{2 \pi c}{e H T} \int \frac{d k_{\| I}}{v_{\perp}} \tag{3.14}
\end{equation*}
$$

where

$$
\begin{equation*}
T=-\frac{c}{e H} \oint \frac{d k_{I \prime}}{v_{\perp}}=-\frac{c}{e H} \frac{\partial S}{\partial E} \tag{3.15}
\end{equation*}
$$

$T$ is the time taken to go around the curve, here considered closed and of area $S$, under the influence of the magnetic field alone; $\alpha$ is a dimensionless measure of the time since a fixed point on the classcal orbit was passed, and increases by $2 \boldsymbol{7}$ for each complete orbit. Then

$$
\begin{equation*}
\frac{e}{c}(\underline{v} \times \underline{H}) \cdot \frac{\partial}{\partial \underline{k}} f\left(E_{1} k_{z}, \alpha\right)=\frac{2 \pi}{T} \frac{\partial f}{\partial \alpha} . \tag{3.16}
\end{equation*}
$$

We write the collision term (2.35) as $(1 / \boldsymbol{l}) W\{f\}$, where $\boldsymbol{\tau}$ is sone average time between collisions introduced to make $W\{f\}$ dimensionless and $|w| \sim 1$. Putting $f=-\mathbf{e} \boldsymbol{\tau} \underline{\boldsymbol{\Psi}} \underline{\underline{\boldsymbol{\varepsilon}}}$, the Boltzmann equation (2.36) becomes:

$$
\begin{equation*}
\frac{\partial \underline{\Psi}}{\partial \alpha}+\gamma W\{\underline{\Psi}\}=\gamma \underline{v} \frac{\partial f^{0}}{\partial E} \tag{3.17}
\end{equation*}
$$

where $\boldsymbol{\gamma}=\mathbb{T} /(2 \boldsymbol{\pi} \boldsymbol{\tau})$. Except in a special case to be considered later, $1 / \gamma$ is essentially $\omega_{c} \tau$. For metals, the energy $E$ has to be the fermi energy because of the factor ${ }^{2 f^{\circ}} / \partial \mathrm{E}$. Using (2.37) the conductivity tensor is

$$
\begin{equation*}
\sigma_{i j}=-\frac{e^{2} H}{2 \pi c} \int d k_{z} \int d E \oint d \alpha T \tau v_{i} \Psi_{j} \tag{3.18}
\end{equation*}
$$

where $i$ and $j$ denote particular components of $v$ and $\underline{\Psi}$.
Though the parametrization introduced above provides a convenient framework in which to analyse anisotropic systems, the equation (3.17) is still extremely difficult to solve except in high and low field limit limits. For low fields an expansion in powers of $(1 / \gamma)$ leads, in general, to a magneto resistance proportional to $\mathrm{H}^{2}$.

For high fields ( $\boldsymbol{\omega}_{\mathrm{c}} \tau \gg 1$ ) an expansion in inverse powers of $\boldsymbol{\omega}_{\mathrm{c}} \boldsymbol{\tau}$ is required. Since this reveals some interesting features we shall investigate this limit in somewhat greater detail, following Lifshitz
and co-workers (Lifshitz, Azbel, and Kaganov 1957; Lifshitz and Mesh. chanskii 1959, 1960).

Since $\underset{\Psi}{ }$ and $\underline{V}$ are each periodic in $\alpha$, they may be expanded in Fourier series:

$$
\begin{align*}
& \underline{\Psi}=\sum_{n=-\infty}^{\infty} \Psi_{n} e^{i n \alpha} \\
& \underline{v}=\sum_{n=-\infty}^{\infty} \underline{v}_{n} e^{i n \alpha} \tag{3.20}
\end{align*}
$$

$\underline{v}_{0}$ has only a z-component.
The Boltzmann equation then becomes

$$
\begin{equation*}
i n \underline{Y}_{n}+\gamma W_{n n^{\prime}}\left\{\underline{\Psi}_{u^{\prime}}\right\}=\gamma \frac{\partial f^{0}}{\partial E} \underline{v}_{n} . \tag{3.21}
\end{equation*}
$$

The general solution of this equation depends on a knowledge of the Fourier components $W_{n n}$. of the integral operator $W$. The features which we now wish to emphasise are not critically dependent on the form of $W$ and so for simplicity we make the collision time assumption $W=1$. It should however be remarked that, for anisotropic systems, no justification can be given for such an assumption. With $W=1$

$$
\begin{equation*}
\Psi_{n}=v_{n} \frac{\partial f^{0}}{\partial E} \frac{r}{i n+r} \tag{3.22}
\end{equation*}
$$

This yields the conductivity:

$$
\begin{equation*}
\sigma_{i j}=e^{2} c \iint d E d k_{z} \frac{\partial f^{0}}{\partial E} \sum_{n=-\infty}^{\infty}\left\{\frac{v_{n i} v_{-n j}+\frac{i n}{r} v_{n i} v_{-n j}}{(n / r)^{2}+1}\right\} \tag{3.23}
\end{equation*}
$$

In the limit $\gamma \ll 1$, this gives

$$
\sigma_{i j} \quad \alpha\left(\begin{array}{lll}
\left(\frac{1}{\boldsymbol{w}_{c} \tau}\right)^{2} & \frac{1}{\boldsymbol{w}_{c} \tau} & \frac{1}{\boldsymbol{w}_{c} \tau}  \tag{3.24}\\
\frac{1}{\boldsymbol{w}_{c} \tau} & \left(\frac{1}{\mathbf{w}_{c} \tau}\right)^{2} & \frac{1}{\boldsymbol{w}_{c} \tau} \\
\frac{1}{\mathbf{w}_{c} \tau} & \frac{1}{\mathbf{w}_{c} \tau} & 1
\end{array}\right)
$$

The entries hare denote only the asymptotic dependence on the field and are not intended to suggest that the coefficients multiplying these powers are all the same. The corresponding resistivity is

$$
\rho=\sigma^{-1} \propto\left(\begin{array}{ccc}
1 & \frac{1}{w_{c} \tau} & 1 \\
\frac{1}{w_{c} \tau} & 1 & 1 \\
1 & 1 & 1
\end{array}\right)
$$

The constant diagonal matrix elements $\boldsymbol{f} \rho$ (in general different from the zero field resistivities and from each other) indicate saturation of the transverse and longitudinal magneto resistance in high fields. This behaviour has been verified almost without exception for the longitudinal magnetoresistance of metals, but it is not always observed for the transverse case. Poly-crystalline samples of many comparatively simple metals ( $\mathrm{Au}, \mathrm{Cu}, \mathrm{Ag}, \mathrm{Sn}, \ldots$ ) show a transverse magneto resistance linear at high fields. This behaviour was for many years unexplained. A clue to its origin is provided by the complicated angular dependences shown in the magneto resistance of single crystals of the same metals: for some directions of the crystal axes with respect to the magnetic field a saturating high field behaviour is observed, and for others a quadratic dependence is seen up to the highest fields used (Alekseevskii and Gaidukov 1959). This results from the character of the k-space constant energy surface of such a metal. Its Fermi surface extends throughout k-space, typically more like the surfaces of intersecting undulating cylinders than of separate distorted spheres. If the axes of such a cylinder makes an angle $\frac{1}{2} \mathbb{\pi}-\theta$ with the field direction $z$, the intersection
of the surface with the plane $k_{z}=$ const. becomes a very extended ellipse for $k$ small. The period of rotation $\mathbb{T}$ is then typically of order $2 \pi /\left(\boldsymbol{\omega}_{\mathrm{c}} \boldsymbol{\theta}\right)$ and

$$
\begin{equation*}
\gamma \sim 1 /\left(\theta \omega_{c} \tau\right) . \tag{3.26}
\end{equation*}
$$

The expansion in powers of $\gamma$ is not permissible when

$$
\begin{equation*}
\theta \sim \frac{1}{w_{c} \tau} \ll 1 . \tag{3.27}
\end{equation*}
$$

Instead a partial expansion of the type

$$
\begin{equation*}
\sigma=\sum\left(\frac{1}{\omega_{c} r}\right)^{n} \sigma^{(n)}\left(\frac{1}{\omega_{c} \tau \theta}\right) \tag{3.28}
\end{equation*}
$$

may be used. In the limit (3.27) the resulting contribution of the extended orbits to the resistivity is

$$
\begin{equation*}
P_{i i} \alpha \frac{\cos ^{2} \beta}{\theta^{2}+\left(\frac{1}{\omega_{c} \tau}\right)^{2}} \tag{3.29}
\end{equation*}
$$

where $\beta$ is the angle made by the current direction with the major axis of the "elliptical" orbit. Thus, as the direction $\theta=0$ is approached there appears a quadratic rise of the transverse resistive. ity with H . The extended orbits do not affect the longitudinal res. istivity ( $\beta=\pi / 2$ ) in this way.

Averaging (3.29) over angles in a range $\delta \boldsymbol{\theta}$ such that $1 \gg \delta \theta \gg 1 /\left(\omega_{c} z\right)$ gives an average resistivity

$$
\bar{p} \alpha H \cos ^{2} \beta
$$

(Tifshitz and Peschanskii 1959, 1960, Ziman 1958). This is thought
to be the basis of the linear dependence on $H$ of the transverse magneto resistance of polycrystalline specimens, where the averaging over angles is associated with the different orientations of the crystallites.

It is not obvious that averaging the resistivity in such a simple way is adequate since in practice the current in a polycrystal will follow complicated leakage paths. An improved though still approximate treatment can be given, based on an "effective medium" method and similar in spirit to the coherent potential approximation used in the theory of disordered electronic, lattice, and spin systems. The method is to consider a single crystallite, most simply taken to be a sphere, in an effective homogeneous medium approximating in some sense the properties of the remaining crystallites. With this effective medium is associated a conductivity tensor $\sigma_{m}(H)$, later to be determined by a self -consistency condition. The solution is then obtained for the current flow in the system consisting of the single crystallite (whose conductivity tensor is known, c.f. (3.23)) inside the homogeneous medium. The relationship of the current inside the crystallite to the external field can be represented by a conductivity tensor $\boldsymbol{\sigma}\left(\boldsymbol{\theta}, \boldsymbol{\varphi} ; \mathbb{H} ; \boldsymbol{\sigma}_{\mathrm{m}}(\mathrm{H})\right)$ depending on the directions $\boldsymbol{\theta}, \boldsymbol{\varphi}$ of the crystallite axes as well as on the field $H$ and the conductivity $\sigma_{m}$. The selfconsistency condition determining $\boldsymbol{\sigma}_{\mathrm{m}}$ is then

$$
\begin{equation*}
\frac{1}{4 \pi} \int \sigma \sin \theta d \theta d \varphi=\sigma_{m} . \tag{3.31}
\end{equation*}
$$

The polycrystalline specimen is then assumed to have conductivity tensor $\sigma_{\mathrm{m}}$.

Such a procedure gives an effective high field transverse resistivity

$$
\begin{equation*}
\rho_{m} \propto H^{2 / 3} \tag{3.32}
\end{equation*}
$$

(Stachowiak, to be published). This approach includes some of the effects omitted in the averaging used to obtain (3.30.). But the problem of conduction in polycrystalline materials awaits a more satisfactory treatment.
IV. QUANTUM EFFECTS

Up to now we have completely neglected effects due to quantiseation of the electron states. It is difficult to include them within a formalism which goes over conveniently to the low field limit. If we are prepared to lose sight of that limit and also to specialise to the case of free electrons, the use of Landau state representation suggests itself (Argyres 1958a.b).

### 4.1. Landau representation

The Landau states are eigenfunction $\boldsymbol{\phi}_{\mathrm{nk}}$ for a single electron in a uniform magnetic field:

$$
\begin{equation*}
\phi_{n \underline{x}}=\Phi_{n}\left(x-x_{0}\right) \exp \left[i k_{y} y+i k_{z} z\right]\left(L_{y} L_{z}\right)^{-1 / 2} \tag{4.1}
\end{equation*}
$$

The gauge A: ( $0, H x, 0$ ) has here been used, and the system has been taken to be infinite in the x-direction and of lengths $\mathrm{L}_{\mathrm{y}}, \mathrm{L}_{\mathrm{z}}$ in the remaining directions. $\overline{\text { is }}$ the Hermite function of order $n$ with argument $\epsilon^{\frac{1}{2}}\left(\mathrm{x}-\mathrm{x}_{0}\right)$ where $\mathrm{x}_{0}=\mathrm{k}_{\mathrm{y}} / \epsilon$. The associated energy eigenvalue is

$$
\begin{equation*}
E_{n \underline{k}}=\frac{t^{2} k_{z}^{2}}{2 m}+\hbar_{1} \omega_{c}\left(n+\frac{1}{2}\right) \tag{4.2}
\end{equation*}
$$

We now consider whether a generalised Boltzmann equation can be derived by rephrasing the development of section II in Landau representation.

The linearised equation (2.6) for the density matrix then takes the form

$$
\begin{equation*}
i \hbar s f_{l e^{\prime}}+C_{l \ell^{\prime}}=\left(E_{t}-E_{e}\right) f_{l e^{\prime}}+\sum_{l^{\prime \prime}}\left(W_{l \ell^{\prime \prime}} f_{e^{\prime \prime} \ell^{\prime}}-f_{l e^{\prime}} W_{l^{\prime \prime} \ell^{\prime}}\right) \tag{4.3}
\end{equation*}
$$

where $\boldsymbol{\ell}$ denotes $n \underline{x}$ and, for example, $f \mathcal{P l}^{\prime}$ denotes $\int \varnothing_{\ell}^{*} f \varnothing_{l} d^{3} \underline{x}$. The form of the matrix element $W_{C \prime}$, of the scattering potential and of
the inhomogeneous term are crucial in what follows.
(4.3) may be separated into diagonal and non-diagonal components as in (2.13), (2.14) but now in Landau representation. With subscript: D, ND representing respectively diagonality and non-diagonality in this representation the separated equations are formally

$$
\begin{equation*}
i \hbar s f_{D}+C_{D}=W^{D}{ }_{N D} f_{N D} \tag{4.4}
\end{equation*}
$$

$i \hbar s f_{N D}+C_{N D}=W^{N D} f_{D}+(H+W)_{N D}^{N D} f_{N D}$.

The behaviour of the inhomogeneous terms in the weak coupling limit depends on the relative orientation of the fields $\underline{\varepsilon}$ and $H$ : for $\underline{\underline{E}} / / \mathbb{E}$ (longitudinal case)

while for $\underline{\varepsilon} \perp \underline{H}$ (transverse case)

$$
\begin{align*}
& C_{D} \sim \lambda_{w}^{1} \\
& C_{N D} \sim \lambda_{w}^{0} . \tag{4.7}
\end{align*}
$$

This is because C involves $\underline{\boldsymbol{t}} \boldsymbol{x}$ (2.9); the longitudinal component of x is diagonal in the Landau representation, while the transverse components only link Landau states whose principal quantum numbers n differ $\operatorname{by} \pm 1$. The diagonal components of $f$ can only be expected to play a dominant role in the weak coupling limit for the longitudinal case. For the transverse case the matrix elements of $f$ between states differing by $\pm 1$ will be most important.

### 4.2. LONGITUDINAL CASE

We consider first the longitudinal case $\underline{\boldsymbol{\varepsilon}} / \boldsymbol{H}$. The $\boldsymbol{\lambda}_{\mathrm{w}}$ ordering
is used in the manner employed earlier (without the need for a simultaneous $\lambda_{H}$ ordering, since terms like $\mathbb{K}^{D}$ do not appear). The term $\mathbb{W}^{\mathbb{N D}} \mathrm{ND}_{\mathrm{ND}}$ in (4.5) is discarded, being of higher order in $\boldsymbol{\lambda}_{\mathrm{w}}$. Solving formally for $f_{\text {ND }}$ in terms of $f_{D}$ and inserting into (4.4) then gives an equation for $f_{D}$. The equation contains a complicated inhomogeneous term of which the dominant part in the weak coupling limit is just $C_{D}$ :

$$
\begin{equation*}
\left[i \hbar_{s}-W_{N D}^{D}\left(i \hbar_{s}-x^{N D_{N D}}\right)^{-1} W^{N_{D}}\right] f_{D}=-C_{D} . \tag{4.8}
\end{equation*}
$$

Writing the explicit forms for the integral operators and for $C_{D}$ this becomes

$$
\begin{equation*}
\frac{e}{\hbar} \varepsilon_{z} \frac{\partial f_{l}^{\prime}}{\partial k_{z}}+\frac{2 \pi}{\hbar} \sum_{l^{\prime \prime}}\left|W_{l l^{\prime \prime}}\right|^{2}\left[f_{l l}-f_{l^{\prime \prime \prime} l^{\prime \prime}}\right] \delta\left(E_{l^{\prime \prime}}-E_{l}\right)=0 \tag{4.9}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{l}^{0}=\frac{1}{\exp \left[\beta\left(E_{l}-\xi\right)\right]+1} \tag{4.10}
\end{equation*}
$$

The diagonal singularity assumption, corresponding to (2.39) but now in Landau representation, is now needed for two purposes. One is to reduce the collision term in (4.9) to a form involving the transition probability for scattering by separate impurities (c.f. (2.32)-(2.35)) The second is to make the corrections to the Boltzmann equation (4.9) small. These corrections come solely from the terms of higher order in $\boldsymbol{\lambda}_{W}$, the field having been completely included. By an argument completely analagous to that used in discussing (2.38) these terms are small provided the diagonal singularity property holds in Landau representation.

By averaging over all distributions of impurities this can be shown to be the case for scatterers whose range is very much less than the Larmor radius $\boldsymbol{\epsilon}^{-\frac{1}{2}}$. For this case, the quantum transport equation (4.9) can be used to discuss the longitudinal effects.

[^9]distinguish the matrix elements of $C$ and of $f$ between states $n k$ and $n^{\prime} \underline{k}^{\prime}$ with $k=k^{\prime}$ and $n=n^{\prime} \pm$. $\quad$ Such a matrix element we denote by subscript $\boldsymbol{\Delta}$, any other matrix elements being denoted by NA. Separating equation (4.3) in this way for the case $\underline{\underline{E}} \underline{\underline{H}}$ leads to
\[

$$
\begin{equation*}
i \hbar s f_{\Delta}+C_{\Delta}=(r e+W)^{\Delta} \Delta f_{\Delta}+W_{N \Delta}^{\Delta} f_{N \Delta} \tag{4.11}
\end{equation*}
$$

\]

$$
i \hbar_{s} f_{N \Delta}+C_{N \Delta}=W_{\Delta \Delta}^{N} f_{\Delta}+(H+W)_{N \Delta}^{N \Delta} f_{N \Delta} \text {. }
$$

Now $C_{\Delta} \sim \lambda_{W}^{O}$, while $C_{N \Delta} \sim \lambda_{W}{ }^{l}$. However $C_{\Delta}, C_{W \Delta}$ and $x^{A}{ }_{\Delta}$ each vanish with $H$ and it becomes necessary to take note of this in order to include all terms which may dominate when $H$ is small as well as large. For this reason we introduce a nominal $\boldsymbol{\lambda}_{\mathrm{H}}$ parametrization, but will not limit ourselves to any small H regime though we would like to be able to include it. Then

$$
\begin{gather*}
\operatorname{He}_{\Delta}^{\Delta} \sim \lambda_{H}^{2} ; H_{N \Delta}^{N \Delta} \sim 1 ; W \sim \lambda_{W} \\
C_{\Delta} \sim \lambda_{H} ; C_{N \Delta} \sim \lambda_{W} \lambda_{H} . \tag{4.13}
\end{gather*}
$$

With the weak scattering assumption, the term in (4.12) involving $W_{N} A_{d}$ can be discarded; $f_{N \Delta}$ is then found in terms of $f_{A}$. Inserting the result into (4.11) and extracting the dominant (weak coupling) part of the inhomogeneous term gives the equation for $f_{\Delta}$ :

$$
\begin{equation*}
\left[i \hbar_{s}-e_{\Delta}^{A}-W_{N \Delta}^{\Delta}\left(i t_{s}-x_{N \Delta}^{N \Delta}\right)^{-1} W_{\Delta \Delta}^{N A}\right] f_{\Delta}=-C_{\Delta} . \tag{4.14}
\end{equation*}
$$

The detailed form of (4.14) is

$$
\begin{aligned}
& \left(E_{l}-E_{l^{\prime}}\right) f_{l^{\prime} l}+\frac{i \pi}{\hbar} \sum_{l^{4}} f_{l^{\prime} l}\left(\left|w_{\left.l l^{\prime \prime}\right|^{2}} \delta\left(E_{l^{\prime \prime}}-E_{l}\right)+\left|w_{l^{\prime \prime \prime}}\right|^{2} \delta\left(E_{l^{4}}-E_{l^{\prime}}\right)\right)\right. \\
& =e \hbar\left(2 m \hbar w_{c}\right)^{-1 / 2}\left[f_{l^{\prime}}^{0}-f_{l}^{0}\right]\left[\left(\varepsilon_{\left.x^{\prime}+i \varepsilon_{y}\right) n^{1 / 2}} \delta_{n^{\prime \prime n-1}}+\left(\varepsilon_{x^{-i}}-i \varepsilon_{y}\right)(n+1)^{1 / 2} \delta_{n^{\prime}, n+1}\right]\right.
\end{aligned}
$$

where $\boldsymbol{l}=n \underline{k}, \quad l^{\prime}=n^{\prime} \underline{k}^{\prime}$ with $\underline{k^{\prime}}=\underline{k}$ and $n^{\prime}=n^{\ddagger} \underline{1}$.
The validity of the development leading to (4.15) requires a diagonal singularity in the generalised form

$$
\begin{equation*}
\overline{\langle\ell| w D W\left|l^{\prime}\right\rangle} \sim \delta_{\ell^{\prime}}\langle\overline{l|w D w| l\rangle} . \tag{4.16}
\end{equation*}
$$

Here $D$ is a function of $X_{0}$, or a component of $x$ multiplied by functions of $\mathcal{X}_{\odot}$. As in the longitudinal case, (4.16) can be verified for a random distribution of scatterers with range small compared to the Larmor radius. (4.16) makes the correction term to (4.15) small, and also allows the collision term to be rewritten in terms of transition probabilities for scattering by separate impurities.
(4.9) and (4.15) are the quantum transport equations for the cases $\underline{\varepsilon} \| \underline{H}$ and $\underline{\varepsilon} \perp \underline{H}$ respectively. They apply only to the free electron system with sufficiently short range scattering.

### 4.4. Discussion

(4.9) and (4.15) can be used to determine the currents and conductivity components using

$$
\begin{equation*}
\bar{j}_{\mu}=\sigma_{\mu \nu} \varepsilon_{\nu}=T_{r} f j_{\mu} \tag{4.17}
\end{equation*}
$$

$j_{z}$ is diagonal in the Landau representation, while $j_{x}, j_{y}$ link states whose quantum numbers $n$ differ by 1 . From (4.9), (4.15) the diagonal matrix elements of $f$ are generated by the longitudinal field $\varepsilon_{z}$ and the matrix elements with $n$ differing by $l$ are generated by the transverse field $\boldsymbol{\varepsilon}_{\mathrm{x}}, \boldsymbol{\varepsilon}_{\mathrm{y}}$. Hence

$$
\sigma_{x z}=\sigma_{y z}=\sigma_{z x}=\sigma_{z y}=0
$$

and $\sigma_{z z}$ can be discussed using (4.9), while $\sigma_{x y}\left(=-\sigma_{y x}\right)$ and $\sigma_{x x}\left(=\sigma_{y y}\right)$ require the use of (4.15) only.

For the particular case of zero range (delta-function) scatterers, the equations are easy to solve since the linked terms in the collision operators (evE. the term in (4.9) involving f $f^{\prime \prime} \ell^{\prime \prime}$ as a factor) then vanish. For the longitudinal case the result for the ratio of the resistivity to its zero field value is

$$
\begin{equation*}
\frac{\sigma_{z z}(0)}{\sigma_{z z}(H}=1+\pi^{2} \sqrt{2} \frac{k_{B} T}{\hbar \omega_{c}}\left(\frac{\hbar \omega_{c}}{\rho_{0}}\right)^{1 / 2} \sum_{r=1}^{\infty} \frac{(-1)^{r} r^{1 / 2} \cos \left(2 \pi r \frac{\rho_{0}}{\hbar \omega_{c}}-\frac{\pi}{4}\right)}{\sinh \left(2 \pi^{2} r k_{B} T / \hbar \omega_{c}\right)} \tag{4.18}
\end{equation*}
$$

where $\boldsymbol{S}_{0}$ is the fermi energy in zero field and we have taken $\hbar \omega_{c} \ll S_{0}$. A similar result is obtained for the transverse case (Argyres 1958a, b).

The oscillating terms have a form similar to the Landau Peierl.s terms in the free electron diamagnetism, and have the same origin the Landau levels passing through the Fermi level as their separation varies with magnetic field. This is a quantum effect omitted from the treatment of Section II. For observation it is necessary that $\mathrm{k}_{\mathrm{B}}{ }^{\mathrm{T}}$ and the collision broadening of the states should be small compared to their spacing.
(4.18) and the corresponding result for the transverse case show no steady magneto-resistance, in agreement with the conclusions of 3.1 for isotropic systems. For twi. $\approx 5$ (the quantum limit) further quantum effects occur (e.g. the suppression of the transverse current) associated with the condensation of all electrons into the $n=0$ oscillator state. This situation is only of academic interest for metals because of the high fermi energy but is experimentally attainable for semiconductors with a low concentration of carriers.

In Section II the possibility of treating high field transverse effects by expansion in powers of $\lambda_{w}$ was mentioned. (4.15) is amenable to such a treatment because in the terms on the left hand side the factors multiplying $f$ are respectively of order $\hbar \omega_{c}$ and $t / \tau$. The expansion in powers of $\lambda_{W}$ (actually in powers of ${ }^{I} /\left(\omega_{c} \boldsymbol{c}\right)$ ) is obtained by iteration, treating the second term on the left hand side of (4.15) as small. A more complete development of the ${ }^{l} / \omega_{c} \varepsilon$ ) expansions for
the transverse case is obtained directly from (4.11), (4.12) Adams and Holstein (1959) or from a corresponding Kubo formula (Kubo, Hasegawa, and Hashitsume 1959) without the need for the diagonal singularity required for (4.15). It is clear that no such expansion method can be applied to the longitudinal equation (4.9) nor to the transverse equation generalised to deal with an oscillating electric field of frequency $\boldsymbol{\omega}=\boldsymbol{\omega}_{\mathrm{c}}$ (cyclotron resonance). In each case the response to the electric field is limited solely by the scattering.

The leading order term in the iteration of the (static) equation (4.15) gives the following contribution to the transverse current:

$$
\begin{equation*}
\overline{j_{x}+i j_{y}}=\frac{e}{\hbar \omega_{c}} \operatorname{Tr}\left\{\left(j_{x}+i j_{y}\right)\left[\rho_{1} \underline{\varepsilon} \cdot \underline{x}\right]\right\}=\frac{\text { Nec }}{H}\left(-i \varepsilon_{x}+\varepsilon_{y}\right) \tag{4.19}
\end{equation*}
$$

( $j_{x}+i j_{y}$ is related to the ladder operator which takes a Landau state into the corresponding state with n increased by l).
(4.19) shows that to leading order in the $1 / \omega_{c} \tau$ expansion the Hall coefficient for the quantum case has the classical value $1 /(\mathrm{Ne} \mathrm{c})$, and that the transverse conduction vanishes. The next order in the expansion gives non-vanishing contributions of order $1 /\left(\omega_{\mathrm{C}}^{2} \boldsymbol{\tau}\right)$ to all the transverse components of $\sigma$, all of which contain quantum effects. In this high field situation the migration along $\underline{\varepsilon}(\perp \underline{H})$ is only made pessible by the collisions.

The quantum transport equations (4.9), (4.15) and the $1 /\left(\omega_{c} \tau\right)$ expansions of the type discussed are in principle applicable to the more realistic case where the lattice is also present. The Landau states are then replaced by the wave functions of the electrons in the periedic lattice in the presence of a magnetic field. The approach is therefore in practice limited to systems in which the periodic potential can be included into an equivalent Hamiltonian (Blount 1962), e.g. by the introduction of an effective mass.

## V. COLLISIONS BETWEEN CARRIERS

In the zero field case collisions between free electrons have no effect on the current because in each such collision the total momentum is conserved. Electron collisions can however modify the effects of impurity or phonon scattering, or can by themselves give
rise to a resistance for electrons moving in a perfect lattice. It is of some importance to see how such statements have to be modified when a magnetic field is also included.

We first consider the case of electrons interacting only with each other in the presence of a magnetic field. The same argument as in the field-free case clear y shows that the longitudinal resistance is zero. For the transverse case it is not so obvious how the result without electron collisions, given by (4.19), will be changed. We shall show that the electron-electron interation does not alter those results.

To discuss this we find it most convenient to use the Kubo formula (Kubo 1957) for the Ohmic conductivity:

$$
\begin{equation*}
\sigma_{\mu \nu}=\int_{0}^{\infty} d t \int_{0}^{\beta} d \lambda\left\langle J_{\nu}(0) J_{\mu}\left(t+i \hbar_{i} \lambda\right)\right\rangle, \tag{5.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\langle\cdots\rangle=\operatorname{Tr}\left[e^{-\beta x} \cdots\right] / \operatorname{Tr}\left[e^{-\beta x}\right], \tag{5.2}
\end{equation*}
$$

and $J$ is the total current operator. The Hamiltonian $\mathcal{K}$ is

$$
\begin{equation*}
x=\sum_{i=1}^{N} \frac{m}{2 e^{2}} j_{i}^{2}+U \tag{5.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\underline{j}_{i}=\frac{e}{m}\left(\underline{p}_{i}-\frac{e}{c} \underline{A}\left(\underline{r}_{i}\right)\right) \tag{5.4}
\end{equation*}
$$

is the current operator for the $i^{\text {th }}$ electron in the absence of interactions. The electron-electron interaction is

$$
\begin{equation*}
U=\sum_{i j} u\left(\underline{r}_{i}-\underline{r}_{j}\right) \tag{5.5}
\end{equation*}
$$

Because $U$ is a function only of coordinates, the total current is

$$
\begin{equation*}
\underline{J}=\sum_{i} \underline{j}_{i} \tag{5.6}
\end{equation*}
$$

Also, since the scatterings represented by $U$ conserve total momentum, the commutator of $U$ with $J$ vanishes and the equation of motion of $J$ is the same as when $U=0$. Hence the combinations

$$
\begin{equation*}
J_{ \pm}=J_{x} \pm i J_{y} \tag{5.7}
\end{equation*}
$$

evolve harmonically with frequency $\pm \boldsymbol{w}_{\mathrm{c}}= \pm \mathrm{eH} /(\mathrm{mc})$ :

$$
\begin{equation*}
\left[J_{ \pm}, x\right]= \pm \omega_{c} J_{ \pm} \tag{5.8}
\end{equation*}
$$

It follows that

$$
\begin{align*}
4 i \sigma_{x y} & =\int_{0}^{\infty} d t \int_{0}^{\beta} d \lambda\left[\left\langle J_{+}(0) J_{-}(t+i \hbar \lambda)\right\rangle-\left\langle J_{-}(0) J_{+}(t+i \hbar \lambda)\right\rangle\right] \\
& =\left\langle J_{+}(0) J_{-}(0)\right\rangle f\left(\omega_{c}\right)-\left\langle J_{-}(0) J_{+}(0)\right\rangle J\left(-\omega_{c}\right) \tag{5.9}
\end{align*}
$$

where

$$
\begin{equation*}
f(\omega)=[n \delta(\omega)-i / \omega]\left[e^{\beta \hbar \omega}-1\right] / \hbar \omega \tag{5.10}
\end{equation*}
$$

However

$$
\begin{equation*}
\left\langle J_{+}(0) J_{-}(0)\right\rangle=\left\langle J_{-}(0) J_{+}\left(i \hbar_{\beta}\right)\right\rangle=e^{-\hbar_{10} \beta \beta}\left\langle J_{-}(0) J_{+}(0)\right\rangle \tag{5.11}
\end{equation*}
$$

and the commutator of $J_{+}$with $J_{-}$is a c-number:

$$
\begin{equation*}
\left[J_{+}, J_{-}\right]=-2 N e^{2} \hbar_{1} \omega_{c} / m \tag{5.12}
\end{equation*}
$$

These relations are together sufficient to determine the average on the right hand side of (5.9) with the result that

$$
\begin{equation*}
\sigma_{x y}=\frac{N e c}{H} \tag{5.13}
\end{equation*}
$$

In a precisely similar way we find $\sigma_{x x}=\sigma_{y y}=0$ and the Hall coefficient becomes

$$
\begin{equation*}
R=\left[H \sigma_{x y}\right]^{-1}=1 /(\text { Nec }) . \tag{5.14}
\end{equation*}
$$

These results (c.f. (4.19) are independent of many body effects. They are also independent of statistics; there are no oscillations in the Hall coefficient. All the above results can alternatively be obtained from the equation of motion for the density matrix of the many particle system.

The time evolution (5.8) of $J_{+}$has been used by Kohn to show that the electron-electron collisions ${ }^{-}$do not alter the cyclotron resonance frequency of the system. We recover this result by inserting a factor $\exp (i \omega t)$ into the integrand of (5.1) to describe the oscillations of the electric field. The first factor in (5.10) then becomes $\left[\boldsymbol{\Pi} \boldsymbol{\delta}\left(\boldsymbol{\omega}^{+} \boldsymbol{\omega}_{\mathrm{c}}\right)-i /\left(\boldsymbol{\omega} \pm \boldsymbol{\omega}_{c}\right)\right]$ which yields a sharp resonance at $\boldsymbol{\omega}= \pm \boldsymbol{\omega}_{\mathrm{c}}$.

If, in addition to the electron-electron collisions, scattering due to impurities or phonons is considered, the above development still applies for the high field behaviour ( $\omega_{c} \tau \gg I$ ) the electron-electron interaction does not alter the high field Hall coefficient.

It is not possible to dispose of many-body effects in the same way when a lattice is present, or when $\omega_{c} \tau$ is not large. To the extent
 effectiveness of electron-electron collisions will be measured by a
collision frequency which is the same as in the zero field case. Then the usual arguments (Peierls 1955) based on the exclusion principle suggest that this collision frequency is of order

$$
\begin{equation*}
\left(\frac{e^{2}}{a}\right)^{2} \frac{\left(k_{B} T\right)^{2}}{\zeta^{3}}, \tag{5.15}
\end{equation*}
$$

and unimportant in most situations (Langer 1960, 1961, 1962a,b). At higher fields further effects, such as the modification by the field of screening by the electrons can occur (Horing 1969).
VI. COLLISIONS WITH PHONONS

In relatively pure materials the electron scattering is predominantly by phonons, except at very low temperature. The collisions of the electrons with the phonons will drive the phonon system out of equilibrium unless phonon-phonon scattering is sufficiently frequent to maintain equilibrium. We shall later restrict our discussion to that case which applies for instance, at high temperatures.

### 6.1. Transport equations with phonon scattering

With only phonon scattering the interaction $W$ of Section II (2.1) or Section IV is to be replaced by the electron-phonon interaction

$$
\begin{equation*}
V_{d p h}=\sum_{q}\left(\xi_{q} a_{q} e^{i q \cdot-r}+\xi_{q}^{*} a_{q}^{+} e^{-i q \cdot \underline{r}}\right), \tag{6.1}
\end{equation*}
$$

where $\mathrm{a}_{\mathrm{q}}{ }^{+}$is the creation operator for a phonon of wave vector q , and $\underline{x}$ is the electron coordinate. $\mathbb{K}_{0}$ (2.2) has also now to include a phonon Hamiltonian.

The formalism of Sections II and IV then applies except that in addition to the label $l$ describing the "state" of an electron, we have to add a label $N$ to describe the state of the phonon system. $N$ is the set of quantum numbers $N_{q}$ describing the excitation of the separate modes.

For illustration we consider the quantum ease (Argyres 1958 a,b). The system is then labelled by $\mathbb{N}, \boldsymbol{l}$ where $\boldsymbol{l}$ is the Landau state
label mk. The linearised equation of motion for the density matrix is (c.f. (4.3))

$$
\begin{aligned}
& \left.i \hbar s\langle N e| f\left|N^{\prime} l^{\prime}\right\rangle+\langle N||C| N^{\prime} l^{\prime}\right\rangle
\end{aligned}
$$

$\mathrm{E}_{\mathrm{N} \ell}$ denotes the eigenvalue of the unperturbed Hamiltonian $\mathcal{K}_{\mathrm{O}}$ for the eigenstate with $\mathbb{N}$ phonon, and the electron in state $\boldsymbol{l}$ :

$$
\begin{equation*}
E_{N e}=\sum_{q}\left(N_{q}+\frac{1}{2}\right) \hbar w_{q}+E_{\ell}=E_{N}+E_{l} . \tag{6.3}
\end{equation*}
$$

In the limit of zero scattering the inhomogeneous term $E$ is diagonal in the phonon labels and links electron states $n k$, $n^{\prime} \underline{k}$ with $k=k^{\prime}$ but with $n-n^{\prime}=0$ or $\Psi_{1}$ depending on whether $\underline{\varepsilon} / / \underline{H}$ or $\underline{\mathcal{E}} \mathcal{H}$. It becomes appropriate, as in Section IV to discuss two different types of diagonality. In Section IV these were denoted by subscripts $D, \Delta$ $\left(n-n^{\prime}=0\right.$ or $\pm 1$ respectively) applying to the longitudinal and transverse cases respectively. In the present extension of that work to electron phonon collisions diagonality also means no change in the phonon labels:
$D:\langle N \|| \quad\left|N^{\prime} l^{\prime}\right\rangle$, with $N^{\prime}=N, \underline{k^{\prime}}=\underline{k}, n^{\prime}=n(\underline{\xi} \| \underline{\underline{y}})$
$\Delta:\left\langle N\left(|\quad| N^{\prime} l^{\prime}\right\rangle\right.$, with $N^{\prime}=N, \underline{k^{\prime}}=\underline{k}, n^{\prime}=n \pm 1(\underline{\xi}+\underline{H})$.

Consider for simplicity the longitudinal case ( $\underline{\underline{\xi}} \| \underline{H}$ ). We separate the equation (6.2) into diagonal and non-diagonal parts, and apply the ordering corresponding to weak electron phonon interaction; we then eliminate the nondiagonal components of $f$ (neglecting for the moment the term $W^{N D}{ }_{N D} f_{N D}$ ). The resulting equation (c.f. (4.8)) is, in the weak coupling limit:

$$
\begin{gather*}
\left.i \hbar s\langle N l| f|N l\rangle-\sum_{i^{\prime \prime} N^{\prime \prime}}\left|\langle N l| V_{l l p h}\right| N^{\prime \prime} \ell^{\prime \prime}\right\rangle\left.\right|^{2} \delta\left(E_{N l}-E_{N^{\prime \prime} \ell^{\prime \prime}}\right) \\
\left\{\left\langle N^{\prime \prime} \ell^{\prime \prime}\right| f\left|N^{\prime \prime} l^{\prime \prime}\right\rangle-\langle N \ell| f|N \ell\rangle\right\} \\
=-\langle N l| C|N l\rangle . \tag{6.5}
\end{gather*}
$$

The sum over $N^{\prime \prime}$ can be reduced immediately since the matrix elements of $V_{e l p h}$ are each sums over $q$ of matrix elements involving the creation and annihilation operators $\mathrm{a}_{\mathrm{q}}{ }^{+}$, $\mathrm{a}_{\mathrm{q}}$. These operators only link states in which $N_{\mathrm{q}}$ differs by $\pm_{1}$. In the collision term in (6.5) no interference between the phonons of different $q$ 's nor between emission and absorption processes then occurs. The contribution of the emission process to the collision term is for example:

$$
\begin{aligned}
&\left.\sum_{l_{q}^{\prime \prime}}\left|\xi_{q}\right|^{2}\left|\langle l| e^{i q}-r\right| \ell^{\prime \prime}\right\rangle\left.\right|^{2}\left|\left\langle\ldots N_{q} \ldots\right| a_{q}\right| \ldots N_{q}+\left.|\ldots\rangle\right|^{2} \\
& \delta\left(E_{l^{\prime \prime}}-E_{l}+w_{q}\right)\left\{\begin{array}{r}
\left\langle N_{q}+1 \ldots l^{\prime \prime}\right| f\left|\ldots N_{q}+1 \ldots l^{\prime \prime}\right\rangle \\
-\left\langle\ldots N_{q} \ldots l\right| f\left|\ldots N_{q} \ldots l\right\rangle
\end{array}\right\}
\end{aligned}
$$

In order to average operators such as the current, depending only on the electron variables, we require only

$$
\begin{equation*}
\langle l| f\left|l^{\prime}\right\rangle=\sum_{N}\langle l N| f\left|l^{\prime} N\right\rangle . \tag{6.7}
\end{equation*}
$$

We now assume that at all times the lattice vibrations are in thermal equilibrium at absolute temperature T. Then there are no phase relationshipf between probability amplitudes of different states |N $\rangle$ and the probability of finding the lattice in any one of these states is

$$
\begin{equation*}
P(N)=e^{-E_{N} / k_{B} T / \sum_{N^{\prime}} e^{-E_{N^{\prime}} / k_{B} T}} \tag{6.8}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\langle l N| f\left|l^{\prime} N^{\prime}\right\rangle=\langle l| f\left|l^{\prime}\right\rangle P(N) \delta_{N N^{\prime}} . \tag{6.9}
\end{equation*}
$$

Thus summing (6.5) over all $N$ and denoting by $\mathbb{N}_{q}$ the average value of $a_{q}^{+} a_{q}$ we finally obtain

$$
\begin{equation*}
\sum_{q n^{\prime \prime}}\left[\left\langle n^{\prime \prime} k+q\right| f\left|n^{\prime \prime} k+q\right\rangle-\langle n k| f|n k\rangle\right] W_{n n \prime \prime}(k, q)=\frac{e}{\hbar} \varepsilon \frac{\partial}{\partial k_{z}} f_{\ell}^{0} \tag{6.10}
\end{equation*}
$$

where

$$
\begin{aligned}
W_{n n^{\prime \prime}}(k, q)= & \left.\frac{2 \eta}{\hbar}\left|\xi_{q}\right|^{2}\left|\langle n \underline{k}| e^{i \underline{q} \cdot \underline{r}}\right| n^{\prime \prime} k+q\right\rangle\left.\right|^{2} \\
& {\left[\bar{N}_{q} \delta\left(E_{n \prime k+q}-E_{n k}+\omega_{q}\right)+\left(\bar{N}_{q}+1\right) \delta\left(E_{n^{\prime \prime} k+q}-E_{n k}-\omega_{q}\right) .\right.}
\end{aligned}
$$

This is the Boltzmann equation for the Longitudinal case (Argyres 1958b). A similar generalisation of the procedure of 4.3 for the transverse case results in the weak-coupling equation for the element; $\langle n k| f\left|n^{\prime} k\right\rangle$ with $n^{\prime}=n^{\ddagger}$ I:

$$
\begin{align*}
\left(E_{n k}\right. & \left.-E_{n^{\prime} k}\right)\langle n k| f\left|n^{\prime} k\right\rangle+\frac{i}{2} \sum_{q u^{\prime \prime}}\left[W_{n n^{\prime \prime}}(k, q)+W_{n^{\prime} n^{\prime \prime}}(k, q)\right]\langle n k| f\left|n^{\prime} k\right\rangle \\
& =e \hbar\left(2 m \hbar w_{c}\right)^{-1 / 2}\left[f_{n^{\prime} k}^{0}-f_{u k}^{*}\right]\left[\left(\varepsilon_{x}+i \varepsilon_{y}\right) n^{1 / 2} \delta_{n^{\prime}, n-1}+\left(\varepsilon_{k}-i \varepsilon_{y}\right)(n+1)^{1 / 2} \delta_{n^{\prime}, n+1}\right] . \tag{6.12}
\end{align*}
$$

The validity of such a procedure again requires a diagonal singularity property of the type (4.16) but now to be possessed by V eph. Wave vector conservation automatically provides a delta function relating the wave vector labels of the Landau states but the required relationship between the quantum numbers $n, n{ }^{\prime}$ only occurs in the situation in which the effective potential due to exchange of the phonon is short range compared to the Larmor radius. This occurs with, for example either
(i) elastic acoustic phonon scattering with
$\hbar \omega_{q} \ll E_{l}, k_{B} T$ and $\omega_{q} \alpha q, \xi_{q} \propto q^{1 / 2} \quad$ (Argyres 1958b)
or (ii) optical phonon scattering with $\xi_{q}$ and $\boldsymbol{w}_{q}$ independent of q. (These are related to the well known conditions for effectively s-wave scattering in the zero field case.)

If quantum effects are unimportant, the formalism of Section II. can be applied in an analogous manner to the phonon scattering case. The required singularity property (c.f. (2.39) ) is automatically provided by the wave vector conservation, and the result is a Boltzmann equation analogous to (2.36) but with $W_{l \ell_{1}}$ replaced by the usual zero field phonon collision term.

### 6.2. Magneto phonon resonance

Magneto phonon resonance (Gurevich and Firsov 1961, Firsov and Gurevich 1962, Firsov et al. 1964) is one quantum effect which can occur when scattering is by optical phonons. The effect arises from an enhancement of the scattering when the phonon frequency is an integ. sal multiple of the cyclotron frequency:

$$
\begin{equation*}
w_{q} \sim w_{0}=N w_{c} \tag{6.13}
\end{equation*}
$$

This is because the density of Landau states is $1 / k_{z}$; when (6.13) is satisfied it is possible to satisfy the energy conservation deltafunctions in (6.11) with $\left|n^{\prime \prime}-n\right|=N$, and $k_{z}$ and $k_{z}+q_{z}$ both zero thus
obtaining a large transition rate because of the large density of states factors. This results in a conductivity which oscillates as a function of H . (6.13) is the condition for maxima in the transverse conductivity at high fields and minima for the longitudinal conductivity. The above argument is incomplete for the longitudinal case because it relates to values of $\mathrm{k}_{\mathrm{z}}$ close to zero, which do not contribute appreciably to the longitudinal current. Other scattering, particularly by acoustic phonons can change the longitudinal minima into maxima (Gurevich and Firsov 1964, Kharus and Tsidilovskii 1971).

The amplitude of the transverse conductivity calculated from (6.12) is divergent on resonance. A modification of the weak-coupling scheme to take account of the finite lifetime of intermediate states is required to calculate the on-resonance amplitude. This is not needed for the longitudinal case which is anyway finite because of the small $k_{z}$ factors from the current matrix elements.

The broadening of the intermediate states is given by the imagin ary part of an appropriate self-energy. If the effect arises only from the optical phonons the self-energy associated with state nk is to leading order in the interaction

$$
\begin{align*}
\Sigma_{n k}(\omega)= & \left.\sum_{n^{\prime \prime q}}|\xi|^{2}\left|\langle n k| e^{i q \cdot-}\right| n^{\prime \prime} k+q\right\rangle\left.\right|^{2} \\
& {\left[\frac{\bar{N}_{q}+1-f_{n^{\prime \prime k+q}}^{0}}{E_{n^{\prime \prime} k+q}-w+w_{q}}+\frac{\bar{N}_{q}+f_{n^{\prime \prime k+q}}^{0}}{E_{n^{n k+q}}-w-w_{q}}\right] } \tag{6.14}
\end{align*}
$$

(Palmer 1970). Since this is required on resonance, the broadening has also to be included in the intermediate states in (6.14), and the self-energy determined self-consistently (Palmer 1970), More usually the finite lifetime of the intermediate states is largely accounted for by other scattering mechanisms, including collision broadening (Barker 1970).

The field at which the resonance should occur can be shifted from that given by (6.13) by self-energy effects (Palmer 1970, Nayakama 1969). The real part of the self-energy (6.14) gives rise to a relative displacement of the two Landau levels involved, displacing the resonance to higher fields which are then given, instead of (6.13), by

$$
\begin{equation*}
\omega_{0}=\left[E_{n+N, 0}+\sum_{n+N, 0}\left(E_{n+N, 0}\right)\right]-\left[E_{n, 0}+\sum_{n, 0}\left(E_{u, 0}\right)\right] . \tag{6.15}
\end{equation*}
$$

If the two lowest levels ( $n=0, n+N=1$ ) are involved, equation (6.15) for the field at which the shifted resonance is seen reduces to

$$
\begin{equation*}
w_{0} \sim w_{e}(1-0.42 \alpha) \tag{6.16}
\end{equation*}
$$

where $\alpha$ is the Frohlich coupling constant

$$
\begin{equation*}
\alpha=e^{2}\left(\frac{m_{1}}{\omega_{0}}\right)^{1 / 2}\left(\frac{1}{\varepsilon_{\infty}}-\frac{1}{\varepsilon_{0}}\right) \tag{6.17}
\end{equation*}
$$

giving a dimensionless measure of $\left|\boldsymbol{\xi}_{\mathrm{C}}\right|^{2}$ for polar modes. The shift given by (6.16) has been measured (Mears et al. 1968) and is satisfactorily accounted for by the theory. The shift is a polaron effect related to the polaron effective mass correction (Larsen 1970): the weak-coupling correction to the effective mass (in a magnetic field) is given by the coefficient of $k_{z}{ }^{2}$ in the expansion of (6.14).

## VII. CONCLUDING REMARKS

No discussion has been given here of a number of topics in magneto. conductivity, of which we list the following
(i) strong-coupling regimes
(ii) non Ohmic effects
(iii) derivation of coupled electron-phonon Boltzmann equations
(iv) effect of electron interactions in the presence of a lattice, or other interactions
(v) high field effects in the presence of a lattice.

A great deal of work has been done on some of these (notably (i) in the low concentration regime, (iv) using e.g. the random phase approximation and (v) using effective Hamiltonian methods). But important aspects of them all are not completely understood (many of the difficculties are not special to the magnetic field case). Also some of the topics discussed (e.g. the derivation of quantum transport equations) require less restrictive treatments. Meanwhile a great deal of experimental work is currently being done in the high field regime, particularly on high purity semiconductors, making the need for further theoretical advances all the more apparent.
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## I. INTRODUCTION

We will start a discussion of the influence of an external field on the transport properties of gases with a short survey of its history. For this we will have to go back to 1930, when Senftleben [1] discovered that the thermal conductivity of gaseous $O_{2}$ is influenced by a magnetic field. Further studies (Engelhard-Sack) showed that the viscosity was also affected. The fact that under the influence of the field NO behaved in the same way as $O_{2}$ suggested that it was a property of paramagnetic gases. This phenomenon became known as the Senftleben effect. It was extensively studied for nearly a decade. The results of this work may be summarized in the following way:
(i) In the presence of a magnetic rield, $H$, the transport coefficients decrease slightly ( $0.5-1 \%$ ).
(ii) The effect is even in $H$.
(iii) At constant temperature it depends only on the ratio $\frac{H}{p}$, with $p$ the gas pressure.
(iv) In mixtures with nonparamagnetic gases the effect is proportional to the concentration.
These results led Gorter [2] to a qualitative interpretation based on the change in the mean-free-path of an $\mathrm{O}_{2}$ molecule caused by the magnetic field. This idea was elaborated more quantitatively by Zernike and Van Lier (1939) [3]. They assumed, following Gorter, that a quickly rotating paramagnetic diatomic molecule can be imagined as a disc with a magnetic moment, $\mu$, perpendicular to this disc, i.e. in the direction of the axis of rotation. The cross-section, $\sigma_{0}$, depends on the orientation of the axis with respect to the direction of motion. Normally the direction of the axis of rotation is conserved between two collisions and the mean-free-path expression for, say, the viscosity will become

$$
\eta \sim n m \bar{c} \bar{l} \text { with } \quad \bar{l} \sim\left(\frac{1}{\sigma(\theta)}\right),
$$

where the averaging is performed over all possible orientations of the molecules. If $\boldsymbol{\sigma}$ is of the type $\boldsymbol{\sigma}_{0}\left(1+\beta \mathrm{P}_{2} \cos \theta\right)$, one sees immediately that the nonsphericity contribution to $\eta$ is of the order $\beta^{2}$. In the presence of a magnetic field, however, the situation is different. The magnetic moment and, therefore, the axis of rotation


Fig. 1. Schematic diagram of the behaviour of the thermal conductivity of a paramagnetic gas in a magnetic field.
coupled to it will, in this classical picture, precess around the field direction with the Larmor angular-frequency $\omega_{p}$. The precession gives rise to a periodic change of the collision cross-section of the molecule during its free flight. So one is no longer permitted to treat the axis as fixed in direction during this time. As a result, one has, in the mean-free-path picture, first to average the crosssection of every molecule over the precession and subsequently one must average over all molecules, i.e. $\overline{\mathbf{L}} \sim \overline{(1 / \bar{\sigma} \text { prec })^{\text {all mol }} \text {. This }}$ extra averaging introduces changes in the term in $\beta^{2}$, resulting in a decrease in the transport property. It is directly related to the fact that $(\overline{1 / \sigma}) \neq(1 / \bar{\sigma})$ e.g. consider two groups of molecules with $(\sigma+x)$ and $(\sigma-x)$. Then $\frac{1}{\sigma}<\frac{1}{2}\left(\frac{1}{\sigma+x}+\frac{1}{\sigma-x}\right)$. The number of precessions between two successive collisions determines the extent of this averaging and it is clear that the effect will show saturation when the averaging is complete. Since the Larmor frequency is proportional to $\mu H$ and the time between two collisions $\boldsymbol{\tau}_{f}$ is $\sim \frac{l}{p}$ the degree of averaging will be described by the quantity $\boldsymbol{\omega}_{p} \boldsymbol{\tau}_{f}$ and is a function of the ratio $\frac{H}{p}$ only. Saturation takes place when $\boldsymbol{\omega}_{\mathrm{p}} \boldsymbol{\tau}_{\mathrm{f}} \gg 1$. The linear concentration dependence follows also immediate. ly from this picture. The mean free path picture suffers, however, from all the shortcomings of the type of approach and, although it remains attrective for its simplicity, it is by now mainly of historical interest. It was not until 1961 that Kagan and Maksimov [4] pointed out how one could encompass the Senftleben effect in a Chapman-

Enskog type of theory. From Gorter's picture it is clear that to do so one has, in solving the Boltzmann equation, to retain explicitly the orientation of the molecules. That for non-spherical molecules such a solution is possible was already realized, as early as in l922, by Pidduck [5]. Chapman and Cowling mention this possibility explicitly in their book when they treat the transport properties of rough sphere molecules. The nonequilibrium distribution function can depend vectorially on both the molecular velocity $c$ and the molecular internal angular momentum $J$. They neglected, however, the possible importance of the resulting anisotropy of $f$ in $\underset{\sim}{J}$. In this they were followed by many authors. The reason is that one saw no physical reason for polarization of nonspherical molecules as long as the gas was not so dense that the head and the tail of a molecule felt a different force. This last phenomenon is well known, for example, in systems containing macromolecules and gives rise there to such properties as flow-birefringence. Anisotropy in $\underset{J}{ }$ can be important because the collision cross-section is angle-dependent and so the free lifetime of a molecule depends on the orientation of $\underline{J}$ with respect to $c$, resulting in the possibility of polarization by a preferential absorption-like mechanism. Although its effect on the transport properties is so small that it usually gets lost in the background of the other contributions, it manifests itself directly in the case of the field effect. As Gorter pointed out, in a magnetic field the molecular axis of rotation remains no longer fixed in direction between collisions but precesses around the field direction, consequantly the angular momentum polarization produced by the collisions is partially destroyed in the time between collisions. The destruction of the angular momentum polarization will couple back on the anisotropy of the distribution function in velocity space and hence change the transport coefficients. Loosely speaking one measures directly the effect of the angular momentum polarization on the transport phenomena, or, more exactly, one measures the effect of going over from a distribution function of the form: $f(\underline{c}, \underline{J})$ to a situation where the form is $f\left(\underline{c}, J_{H}\right)$.

Note: the polarization is only partially destroyed as $J_{H}$ remains a constant under the precession of $\underline{J}$ over a cone. Total destruction is possible in an NMR configuration, where the combination of the static field and a crossed oscillating field will induce $m_{j}$ transitions (see Borman and Gorelik [6]).

For quite a long time (this includes the paper by Kagan and Maksimov) the field effect was considered to be an exclusive property
of paramagnetic gases. Starting from Gorter's simple mean free path picture, Beenakker, Scoles, Knaap and Jonkman [4] showed in 1962 that this limitation is not real and that the magnetic effects are a general property of rotating molecules. They confirmed their ideas by presenting measurements of the effect of a magnetic field on the viscosity of $\mathrm{N}_{2}$ and CO .

To explain this one has to realize that the field effect is essen. tially just the result of the destruction of the angular momentum polarization, and that its magnitude at saturation is not determined by the magnetic field but by the amount of polarization as caused by the nonspherical part of the molecular interaction. Consequently if one is able to destroy the polarization in $N_{2}$, one expects a change in the transport coefficients roughly equal to the one observed by Senftleben for $\mathrm{O}_{2}$. So all one needs is a handle on the polarization. Now it is well known that every rotating molecule has a small but nonzero magnetic moment caused by its rotation. The exact theory of this magnetism is rather complicated, the magnetic moment arises from the fact that the electrons and the nuclei in a rotating molecule have not the same radius of gyration. The resulting magnetic field acts as a perturbation on the movement of the electrons. The final result of the movement of nuclei and perturbed electrons gives the rotational magnetic moment. Fermi was the first to perform such calculations. Measurements of such magnetic moments are performed either by studying Zeeman splitting in microwave spectroscopy or by molecular beam methods. The magnetic moment is given by $\underline{\mu}=g_{J} \mathcal{J} \boldsymbol{\mu}_{N}$ where $J$ is the rotational quantum number, $\mu_{\mathbb{N}}$ is the nuclear magneton and $g_{J}$ the rotational Lande factor. $g_{J}$ can have either a positive or negative sign: see Tablel. The larger the molecule the smaller in general is $g_{J}$. Nor $N_{2}$ at room temperature with $J$ of the order

Table I

| Molecule | $\S_{\mathrm{J}}$ |
| :---: | :---: |
| $\mathrm{H}_{2}$ | +.88 |
| HD | +.66 |
| $\mathrm{D}_{2}$ | +.44 |
| $\mathrm{~N}_{2}$ | -.28 |

become at saturation, this depends only on the nonsphericity. It is become at saturation, this depends only on the nonsphericity.
true that the very small magnetic moment makes it more difficult to nuclear magnetons. So this magnetic moment is around 100 x smaller than in a paramagnetic gas. Although the magnetic moment is much smaller than in the Senftleben case, the effect of the field will be the same, since it functions only as a handle to make the molecule precess in a field. It has, as such, nothing to do with how large the magnetic effect can
have the molecule precessing rapidly enough to compete with the collision process that tends to maintain the polarization. This difficulty can, however, be overcome by increasing the field and so $\boldsymbol{\omega}_{\mathrm{p}}$, or by decreasing the pressure and so increasing $\boldsymbol{\tau}_{f}$ till $\boldsymbol{\omega}_{\mathrm{p}} \boldsymbol{\zeta}_{f}$ is again of order l. For many molecules, fields of $50.000 \phi$ and pressures of the order of a few mm are sufficient. The combination of a better understanding of the physics behind the field effects, and the realization of its general occurrence, has opened a new field of research in the study of transport properties.

Gorelik and Sinitsyn extended the Leiden work on the viscosity to the heat conductivity [8]. Since then, a large amount of experimental data has become available dealing with molecules like: $N_{2}$, $\mathrm{CO}, \mathrm{CO}_{2}$, and with the hydrogen isotopes, $\mathrm{CH}_{4}, \mathrm{CF}_{4}$ and $\mathrm{SF}_{6}$; while for more complicated molecules some data is also available [9, 10] .

From the foregoing, it is clear that an electric dipole moment has the same effect in an electric field, provided that it has a nonzero component along the axis of rotation of the molecule. So all molecules having the electric analogue of the Zeeman effect (the linear Stark effect) will also give an electric effect. Molecules, such as CO, which have no net component along the rotational axis, although the dipole moment is not zero, will show a different behaviour: the perturbation by the field has to cause a dipole component alang the axis of rotation before the effect of precession can occur. As a result the effect is of higher order in the field $\frac{\mathbb{E}^{2}}{\mathrm{p}}$ instead of $\frac{E}{P}$. In spectroscopy this is known as the second order Stark effect. After some unsuccessful attempts in the thirties, Senftleben [11] obtained the first successful measurements of the effect of an electric field on the thermal conductivity of polar gases (1965). Following an earlier but not completely convincing attempt by Cioara, the first reliable results for the viscosity in an electric field were obtained by Gallinaro et al., in Genoa [12]. One experimental difficulty is the fact that while a low pressure gas can be subjected to any amount of magnetic field, this is not the case for an electric field because sparkling occurs at relatively low fields. This makes the experiment rather difficult.

For the sake of completeness, one has to realize that practically every molecular anisotropy can give rise to a precession under suitable conditions. One can think of electric quadrupole moments in an inhomogeneous electric field, and of anisotropic electric or magnetic polarizability or susceptibility in, resp., electric and magnetic
fields. As far as one can see, however, the fields necessary to cause
a reasonable amount of precession are too high to make practical applications possible at least in the dilute gas regime.

Before continuing this introduction it is important to take an inventory of the different nonequilibrium phenomena that can occur in a gas in the presence of an external field. As an illustration the thermal conductivity will be treated in some detail.

From nonequilibrium thermodynamics we know that for small deviations from equilibrium, the general expression for the heat flux, g, is given by $\underline{q}=-\underline{\lambda} \cdot \boldsymbol{\nabla} T$, here $\underline{\underline{\lambda}}$ is a second rank tensor. Physically, this means that a heat flow in, say, the $x$-direction depends not only on the temperature gradient in that direction but also on the gradients in both the $y$ and $z$-directions. The coefficients are not all independent. The space symmetry of the system will reflect itself in the properties of $\underline{\lambda}$. This is known as Curie's principle. So one has, e.g., in an isotropic medium $\boldsymbol{\lambda}=\boldsymbol{\lambda} \mathbb{I}$. The time reversal invariance gives rise to the Onsager relations which give that in general in the absence of a magnetic field the heat conductivity tensor is symmetric. Consider a gas in a magnetic or electric field along the z-axis. By the presence of the field the symmetry of the system is lowered. It is clear that the situation still has rotational symmetry around the field. Physically, this means that we may rotate our measuring set-up around the z-axis without changing the measured values


Fig. 2. Schematic diagram of the effect of axial symmetry on a measurement of the thermal conductivity.

The physical consequence of this invariance is that for equal applied
gradients we will measure equal fluxes as in the non-rotated situation So we see that the rotational invariance gives the condition $R_{z} \boldsymbol{\lambda}=\boldsymbol{\lambda} \boldsymbol{\lambda}$, where $R_{z}$ is the operator for a rotation around the $z-a x i s$. As a consequence the thermal conductivity has to be of the form

|  | $(\boldsymbol{\nabla} T)_{x}$ | $(\boldsymbol{\nabla} T)_{y}$ | $(\boldsymbol{\nabla} T)_{z}$ |
| :---: | :---: | :---: | :---: |
| $g_{\mathrm{x}}$ | $-\boldsymbol{\lambda}_{\mathrm{xx}}$ | $-\boldsymbol{\lambda}_{\mathrm{xy}}$ | 0 |
| $\mathrm{q}_{\mathrm{y}}$ | $\boldsymbol{\lambda}_{\mathrm{xy}}$ | $-\boldsymbol{\lambda}_{\mathrm{xx}}$ | 0 |
| $\mathrm{~g}_{\mathrm{z}}$ | 0 | 0 | $-\boldsymbol{\lambda}_{\mathrm{zz}}$ |

Further information can be obtained from inversion symmetry. From parity invariance we get as $\quad \boldsymbol{\lambda}(\underline{E})=\boldsymbol{\lambda}(-\underline{E})$, the condition: $\boldsymbol{\lambda}(\underline{E})=\boldsymbol{\lambda}(\underline{\underline{E}})$. All coefficients have to be even in the applied electric field. We know further that if we rotate the set up around the $x$ - or $y$-axis over $180^{\circ}$ the physical situation is again unchanged provided that we also invert the direction of the field. In this way one obtains that off diagonal elements in $\boldsymbol{\lambda} \boldsymbol{\lambda}$ are odd in the field. This condition is in conflict with the one obtained from inversion symmetry, so that the off diagonal elements have to be zero. As a result, the thermal conductivity tensor in an electric field has the form

$$
\underline{\lambda}(\underline{E})=\left(\begin{array}{ccc}
\lambda_{\mathrm{xx}} & 0 & 0 \\
0 & \lambda_{\mathrm{xx}} & 0 \\
0 & 0 & \lambda_{\mathrm{zz}}
\end{array}\right)
$$

For a magnetic field the situation is different as $\underline{H}$ is an axial vector: $\Pi \boldsymbol{\lambda}(\underline{H})=\boldsymbol{\lambda}(\underline{H})$. This condition does not require the elements of $\lambda$ to be even in the field. From the $180^{\circ}$ rotation we obtain as in the electric case:

$$
\lambda_{\mathrm{ii}}(+\underline{H})=\lambda_{\mathrm{ii}}(-\mathrm{H}) \quad \text { and } \quad \lambda_{\mathrm{xy}}(\underline{H})=-\lambda_{\mathrm{xy}}(-\mathrm{H}) .
$$

Hence the diagonal elements are, as in the electric case, even in the applied field. The off diagonal ones are odd in the field. In the presence of a magnetic field the scheme becomes [13] :

$$
\underline{\underline{\lambda}}(\mathrm{H})=\left(\begin{array}{ccc}
\lambda_{\mathrm{xx}} & \lambda_{\mathrm{xy}} & 0 \\
-\lambda_{\mathrm{xy}} & \lambda_{\mathrm{xx}} & 0 \\
0 & 0 & \lambda_{z z}
\end{array}\right)=\left(\begin{array}{ccc}
\lambda^{\perp} & -\lambda^{t r} & 0 \\
\lambda^{t r} & \lambda^{\perp} & 0 \\
0 & 0 & \lambda^{\prime \prime}
\end{array}\right)
$$

Application of the Onsager relations gives no further information in the case of either $\underset{E}{E}$ or $\underline{H}$.

Note, however, that these general considerations tell only what might but not necessarily what will happen. The coefficients that are allowed to be non-zero can still be zero in a specific case (e.g. a noble gas in a magnetic field). So it is of some importance to see whether we can predict, on the basis of the molecular interaction, that the transverse coefficients can be expected to be non-zero. This is not a trivial task as is shown by the fact that although already in the thirties these symmetry considerations were known, the transverse effects were erroneously ruled out by considering a mean free path picture (von Laue). Let us consider a disc-like molecule moving with
molecules moving to the left
molecules moving to the right

field perpendicular to the plane of drawing

Fig.3. The origin of the transverse heat flow.
a velocity $\mathcal{C}$ in the direction perpendicular to a temperature gradient As we will see later the polarization of angular momentum will be of the form: (… J) J. $\boldsymbol{\nabla} T$ i.e. there is a deviation from the random orientation of $\underline{J}$ with respect to $\underline{c}$, with a preferred direction at $45^{\circ}$ with respect to $\subseteq$ and $\boldsymbol{\nabla} T$. This is represented in the figure. Let us now see what happens if we switch on a magnetic field in the third direction. The molecular axis will start to precess - in our
case in the plane of the paper. This precession will be the same for the molecules moving to the left and to the right. But as a consequence of the precession the molecule moving to the right precesses so that its disc lies along the velocity direction and so has a decreased cross-section. A molecule moving to the left has, by the precession, its disc facing the direction of motion, so that such a molecule has an increased cross-section. Consequently, the resistances for right and left heat flow are no longer equal and a net transverse flow can originate. This corresponds to the presence of non-zero offdiagonal elements in the heat conductivity tensor: i.e. heat will be transported perpendicularly to both gradient and field. (In an electron gas these coefficients are named after Righi and Leduc. These authors studied this type of phenomenon in bismuth at the end of the last century, l885). Experimentally, this phenomenon will show up in the following way. The lateral boundaries will cause the transverse
hot



Fig. 4. Schematic diagram of a measurement of the transverse heat flow.
heat flow to heat up the wall at the right, and cool it at the left; this situation continuing until the normal heat conduction balances this effect. Compare this with the Hall-effect in metals where the resulting EMF, rather than the Hall current, is measured. For an electric field the transverse effect is obviously absent as this vector does not introduce a distinction between left and right in the problem. So that the transverse transport can not tell which direction to choose (the left-right symmetry is not broken).

Similar transverse transport phenomena occur also for viscous flow in 9 magnetic field. The transverse transport shows up, for example, in the following way: The boundary conditions convert the
momentum flux into a pressure difference $\Delta p$ across the slit arrangement. These symmetry considerations, prompted by discussions with


Fig. 5. Schematic diagram of a measurement of the transverse momentum flow.

Mazur, stood at the origin of the first observations of such transverse effects. They were first observed in Leiden in the viscous flow by Korving et al. [14]. This was soon followed by similar results for the thermal conductivity (Hermans et al., Leiden [15]; Gorelik et al., Moscow [16] ). In so far as the sign in the problem is determined both by $\underline{H}$ and $\underline{\mu}$, it is clear that changing the sign of $\underline{\mu}$ will have the same effect as changing the direction of $H$. So the sign of $\Delta T$ or $\Delta p$ is directly related to the sign of $\underline{\mu}$. This situation is analogous to the Hall effect. There the sign of the EMF gives information about the sign of the charge carrier, here it gives the sign of the molecular magnetic moment.

In the case of viscous flow one starts from the general expression for momentum transport: $\boldsymbol{\Pi}^{5}=-2 \eta: \underline{\Sigma v}^{s}$, where $\underline{\underline{n}}^{5}$ is the symmetric pressure tensor; ${\underset{\sim}{~}}^{\boldsymbol{T}}$ is the general, $4^{\text {th }}$ rank, viscosity ten sor. Similar considerations as for the thermal conductivity reduce hers the 81 elements of $\eta$ to $?$ independent ones. Five of these are even and two odd in the applied magnetic field. The odd in field coefficients are zero in the case of an electric field. The expressions for the even coefficients were partially given already in 1939 by Von Laue, who pointed to the analogy with the problem of elastic deformation in crystals. The first general treatment was given by Hooyman, De Groot and Mazur. They introduced the following
scheme: $\underline{H}=(0, O, H)$. The coefficients $\eta_{1}, \eta_{2}, \ldots, \eta_{5}$ connett the components of the symmetric traceless tensor $\boldsymbol{\Pi}$ 醇 the components of $\underline{\underline{\nabla}} \underline{V}$. They can therefore be called coefficients of shear viscosity. The coefficient $\eta_{v}$ connects the traces $\Pi$ and div v and is therefore the volume viscosity. The seventh coefficient, $\zeta$, describes a cross-effect between shear and volume viscosity. This notation was extensively used in the presentation of the earlier experimental data. The way in which the different coefficients are defined has disadvantages in that the notation is not self-evident.

A more elegant presentation can be obtained starting from a spherical tensor description. For the shear viscosity one has by $\mathrm{C}_{\infty}$ symmetry:

$$
\Pi^{(2) \mu}=-2 \eta_{\mu}[\nabla \mathrm{v}]^{(2) \mu} \quad \mu=0, \pm 1, \pm 2
$$

Here use is made of Curie's principle that fluxes are only coupled to forces that belong to the same irreducible representation of the symmetry group of the equilibrium state. As $\eta_{\mu}=\eta \mu^{*}$, $\eta_{0}$ is real, while the other coefficients are in general complex.

Following Coope and Snider [17] we make the link to the conventional viscosity coefficients by introducing the real coefficients
$\eta \frac{ \pm}{\mu}$ by:

$$
\eta_{\mu}=\eta_{\mu}^{+}+i \eta_{\mu}^{-} \quad \mu \geqslant 0
$$

$\eta^{+}$and $\eta^{-}$are resp. even and odd in the field. In terms of these coefficients one has

$$
\eta^{(2) \mu \pm}=-2\left\{\eta_{\mu}^{+}\left[\nabla_{\mathrm{v}}\right]^{(2) \mu \pm} \mp \eta_{\mu}\left[\nabla_{\mathrm{v}}\right]^{(2) \mu \mp}\right\}
$$

In cartesian tensor notation one gets:

where $S_{r s}$ has been written for

$$
S_{r s} \equiv(\underline{\underline{\nabla}})_{r S}=\frac{1}{2} \frac{\partial v_{r}}{\partial \bar{x}_{S}}+\frac{1}{2} \frac{\partial v_{S}}{\partial x_{r}}-\frac{1}{3} \underline{\nabla} \cdot \underline{V} \delta_{r S}
$$

and where the dots indicate those tensor elements which vanish because of the axial symmetry. The relation between $\eta_{\mu}^{ \pm}$and the coefficient of De Groot and Mazur is given in Table II, $\overbrace{\mu}^{+}$ corresponds to even in field effects, and $\eta \bar{\mu}$ to transverse effects.


Table II.
Apart from changing the field free transport coefficients the change in symmetry caused by the external field can also introduce cross effects: i.e. a gradient in one property may in the presence of a field cause a flux in a different quantity. The difference in what $\underline{H}$ and $E$ can do stems from their different behaviour under inversion. Loosely speaking the even parity of $H$ implies that it will not couple effects that were not coupled in the absence of a field; the odd parity of $E$ works the other way around. Consequent ry an electric field can introduce a cross effect between a momentum flux and an energy flux or particle flux, and vice versa.

II • THE NON-EQUILIBRIUM POLARIZATIONS

The question to be answered in this section is: What do we know about the structure of the polarizations induced by the presence of a flux of momentum or energy? To this end, we will first treat as an illustrative example the shear viscosity in a dilute gas with rotating molecules. As a starting point one has the linearized Boltzmann equation

$$
2 \underline{W} \underline{W}: \overline{\nabla v}+\frac{1}{\bar{n}}[\mathscr{H}, \varnothing]=-n R_{0} \varnothing
$$

where $W$ is the reduced molecular velocity $W^{2}=\frac{\frac{1}{2} m c^{2}}{k T}$. de is the Zeeman Hamiltonian and $R_{0}$ the linearized Waldmann-Snider collision operator. Furthermore one has $\varnothing=-\underline{B}: \underline{\underline{V}}$, where $\underset{=}{B}$ is a second rank tensor made up from $\underset{\sim}{J}$ and $W$. Following Kagan [1,2] one writes:

$$
\underline{\underline{B}}=\sum \underline{B}^{p q r s} \odot[\underline{W}]^{p}[\underline{J}]^{q} S_{r} R_{S}
$$

where $S_{r}$ is a polynomial in $W^{2}$ corresponding to the Sonine polynomials in the treatment of spherical molecules, while $R_{S}$ is a polynomial in $J^{2}, S_{0}=R_{0}=I^{*}$. ${\underset{B}{B}}^{p q r s}$ is a coupling tensor of rank $p+q+2, \bigcirc$ is a $p+q$ fold contraction. Note that parity considerations restrict $p$ to even values. In our illustrative example we will consider only:

$$
\underline{\underline{B}}^{20}, \underline{\underline{B}}^{02} \text { and } \underline{\underline{B}}^{22} \text { with } r=s=0 .
$$

By taking moments of the linearized Boltzmann equation, one obtains three equations:

$$
\begin{aligned}
& \frac{1}{n} \triangleq\left\langle\vec{W} \underline{W} \quad R_{0} \quad \vec{W} \underline{W}\right\rangle_{0}: \underline{\underline{B}}^{20}+\left\langle\vec{W} \underline{W} \quad R_{0} \quad \vec{J} \underline{J}\right\rangle_{0}: \underline{\underline{B}}^{02} \\
& +\left\langle\underline{W} \underline{W} R_{0} \quad \underline{W} \underline{W} \quad \underline{J}\right\rangle_{0}^{4} \odot \underline{B}^{22} \\
& 0+\text { field term }=\left\langle\underset{\underline{J} \underline{J}}{ } R_{0} \overparen{W} \underline{W}\right\rangle_{0}: \underline{\underline{B}}^{20}+\left\langle\overparen{J} \mathrm{R}_{0} \overparen{J} \underline{J}\right\rangle_{0}: \underline{B}^{02} \\
& +\left\langle\overparen{J} R_{0} \overparen{W} \underline{W} \text { J J }\right\rangle_{0} \stackrel{B}{0}^{22}
\end{aligned}
$$

As we will see later there are indications that an expansion based on the unit vector in the J direction is more appropriate. One can take this into account by absorbing the corresponding factor in $J^{2}$ in $R_{S}$. For $Y(2)$ instead of $\frac{J}{J}$ one has $R_{0}=\left[J^{2}\left(J^{2}-1\right)\right]^{-\frac{1}{2}}$.
with $\triangleq$ the isotropic fourth rank tensor
$\Delta_{i j k l}=\frac{1}{2} \delta_{i k} \delta_{j l}+\frac{1}{2} \delta_{i l} \delta_{j k}-\frac{1}{3} \delta_{i j} \delta_{k l} \quad$ ．In the situation we con－ sider the external field is always so small that its effect on $R_{0}$ can be neglected．Hence the quantities 〈－－$\left.R_{0}-\right\rangle_{0}$ are isotropic and are thus proportional to $\triangleq$ ．In this way one has，for example，

$$
\begin{array}{rlll}
\langle\underline{W} \underline{W} & R_{0} & \underline{W} \underline{W}\rangle_{0} & \equiv[20] \Delta \\
\text { and }\langle\underline{J} \underline{J} & R_{0} & \underline{W} \underline{W}\rangle_{0} & \equiv\left[\begin{array}{l}
02 \\
20
\end{array}\right] \triangleq
\end{array}
$$

Here $\left[\begin{array}{ll}p & q^{q} \\ p & q^{\prime}\end{array}\right]$ are collision integrals corresponding to the square brach－ ket integrals in the treatment of spherical molecules．

Similarly 〈 $\underline{W} \underline{W} R_{0}$ WW 真 $\left.\underline{J}\right\rangle_{0}$ is proportional to the sixth rank isotropic unit tensor $D: D_{i j k \ell m u}=\sum_{k \beta r} \Delta_{i j \alpha \beta} \Delta_{k \ell \alpha r} \Delta_{\operatorname{mu} \beta}$ For 〈 as one can have more than one isotropic unit tensor of rank 8 with the correct symmetry in the indices．At this point one makes an approxi－ mation known as the spherical approximation and uses only one of these tensors：

In this way one obtains：

$$
\begin{aligned}
& \frac{1}{\mathrm{n}} \triangleq \quad=[20] \underline{\underline{B}}^{20}+\left[\begin{array}{l}
20 \\
02
\end{array}\right] \underline{\underline{B}}^{02}+\left[\begin{array}{l}
20 \\
22
\end{array}\right] \underline{\underline{D}} \underline{\underline{B}}^{22} \\
& \text { Field term }=\left[\begin{array}{l}
02 \\
20
\end{array}\right] \underline{\underline{B}}^{20}+[02] \underline{B}^{02}+\left[\begin{array}{l}
02 \\
22
\end{array}\right] \underline{\underline{D}} \stackrel{4}{O}^{22} \underline{B}^{22} \\
& \text { Field term }=\left[\begin{array}{l}
22 \\
20
\end{array}\right] \underline{D}: \underline{\underline{B}}^{20}+\left[\begin{array}{l}
22 \\
02
\end{array}\right] \underline{\underline{D}}: \underline{\underline{B}}^{02}+[22] \underline{\underline{B}}^{22}
\end{aligned}
$$

In the field free case $\underline{\underline{p}}^{\mathrm{pq}}$ itself is isotropic，hence

$$
\begin{aligned}
& \underline{\underline{B}}^{20}=B^{20} \underline{\underline{D}} \\
& \underline{B}^{02}=B^{02} \underline{\Delta} \\
& \underline{B}^{22}=B^{22} \underline{D}
\end{aligned}
$$

So one has：

$$
\frac{1}{\mathrm{n}}=[20] \mathrm{B}^{20}+\left[\begin{array}{l}
20 \\
02
\end{array}\right] \mathrm{B}^{02}+\left[\begin{array}{l}
20 \\
22
\end{array}\right] \mathrm{B}^{22} \frac{7}{12}
$$

$$
\begin{aligned}
& 0=\left[\begin{array}{l}
02 \\
20
\end{array}\right] \mathrm{B}^{20}+[02] \mathrm{B}^{02}+\left[\begin{array}{l}
02 \\
22
\end{array}\right] \mathrm{B}^{22} \frac{7}{12} \\
& 0
\end{aligned}=\left[\begin{array}{l}
22 \\
20
\end{array}\right] \mathrm{B}^{20}+\left[\begin{array}{l}
22 \\
02
\end{array}\right] \mathrm{B}^{02}+[22] \mathrm{B}^{22} .
$$

The most drastic approximation one can make $\left[\begin{array}{l}i j \\ k l\end{array}\right]=0$ results in $\mathrm{B}^{20}=\frac{1}{\mathrm{n}[20]}$. One has in general $\underset{\boldsymbol{\pi}}{\boldsymbol{\pi}}=$
 If all polarizations involving $\mathcal{J}^{\boldsymbol{*}}$ are neglected one obtains $\eta \mathrm{sph}=\frac{1}{2} \frac{\mathrm{kT}}{[20]}$ as in the case of spherical molecules. The usual approach in our case is to assume $\left[\begin{array}{l}20 \\ k \ell\end{array}\right] \neq 0$, while the other offdiagonal square brackets are set equal to zero. This is known as the diagonal approximation. In this way one obtains in the field free case:
and

$$
B^{20}=\frac{1}{n[20]}\left\{1-\frac{\left[\begin{array}{l}
20 \\
02
\end{array}\right]\left[\begin{array}{l}
02 \\
20
\end{array}\right]}{[20][02]}-\frac{7}{12} \frac{\left[\begin{array}{l}
20 \\
22
\end{array}\right]\left[\begin{array}{l}
22 \\
20
\end{array}\right]}{[20][22]}\right\}^{-1}
$$

$\eta_{0} \approx \eta_{\operatorname{sph}}\left\{1+\frac{\left[\begin{array}{l}20 \\ 02\end{array}\right]^{2}}{[20][02]}+\frac{7}{12} \frac{\left[\begin{array}{l}20 \\ 22\end{array}\right]^{2}}{[20][22]}\right\}$
In this approximation every polarization gives its separate contribution to the viscosity. These corrections are quadratic in the square bracket describing the coupling. Use has been made of the fact that $\left[\begin{array}{ll}p & q \\ p & q^{\prime}\end{array}\right]=\left[\begin{array}{cc}p^{\prime} & q \\ p & q\end{array}\right]$. This is true if no polarizations which odd in $J$ are involved ( $q+g^{\prime}$ even). For the case when $q+q^{\prime}$ is odd, one has $\left[\begin{array}{cc}p & q \\ p & q\end{array}\right]=-\left[\begin{array}{ll}p & q \\ p & q\end{array}\right]$. This is related to the time reversal properties of the collision operator. Since the diagonal square brackets are positive definite, corresponding to the fact that a system tends to equilibrium, one has the important conclusion: Polarizations even in $J$ increase and those odd in $J$ decrease the viscosity.

We will here omit the derivation of the behaviour of $\eta$ in the presence of an external magnetic field as this is treated elsewhere in this course. Three important conclusions can be drawn from the field free situation:
(i) Every polarization in J gives in the diagonal approximaltion its own contribution to the field effect.
(ii) The sign of this contribution depends on whether the
polarization destroyed is odd or even in the field. The viscosity decreases in a magnetic field for even and increases for odd in $J$ polarizations.
(iii) The magnitude of the field effects is quadratic in the coupling integral.

As shown by Snider in his lectures one has further:
(iv) The viscosity tensor in a magnetic field contains two types of elements:
(a) Elements that are even in the field. These show a field dependence that is a superposition of curves of the type $f^{+}(\mu \xi)$, with $\mu=0,1 \ldots q$ where $q$ is the rank of the polarization in $J$.

$$
f^{+}(x)=\frac{x^{2}}{1+x^{2}}
$$

(b) Elements that are odd in the field. These show a field dependence that is a superposition of curves of the type $f^{-}(\mu \xi)$, with $\mu=1$...... q.

$$
f^{-}(x)=\frac{x}{1+x^{2}}
$$

For the polarization considered here one has the following scheme.

| - | $\stackrel{\text { J J }}{ }$ | J J WW |
| :---: | :---: | :---: |
| $\frac{\Delta \eta_{0}{ }^{+}}{\eta}$ | 0 | $-\Psi_{22}\left[2 \mathrm{f}^{+}\left(\boldsymbol{\xi}_{22}\right)+8 \mathrm{f}^{+}(2 \boldsymbol{\xi} 22)\right]$ |
| $\frac{\Delta q_{1}{ }^{+}}{\eta}$ | $-\Psi_{02} \mathrm{f}^{+}\left(\xi_{02}\right)$ | $-\boldsymbol{\psi}_{22}\left[7 \mathrm{f}^{+}\left(\boldsymbol{\xi}_{22}\right)+6 \mathrm{f}^{+}\left(2 \boldsymbol{\xi}_{22}\right)\right]$ |
| $\frac{\Delta q_{2}+}{\eta}$ | $-\Psi_{02} f^{+}\left(2 \boldsymbol{\xi}_{02}\right)$ | $-\boldsymbol{\psi}_{22}\left[6 \mathrm{f}^{+}\left(\boldsymbol{\xi}_{22}\right)+4 \mathrm{f}^{+}(2 \boldsymbol{\xi} 22)\right]$ |
| $\frac{q_{1}-}{\eta}$ | $-\Psi_{02} \mathrm{f}^{-}\left(\boldsymbol{\xi}_{02}\right)$ | $-\boldsymbol{\psi}_{22}\left[+5 \mathbf{f}^{-}\left(\boldsymbol{\xi}_{22}\right)-6 f^{\boldsymbol{-}}\left(2 \boldsymbol{\xi}_{22}\right)\right]$ |
| $\eta_{2}{ }^{-}$ | $-\Psi_{02} \mathbf{f}^{-\left(2 \boldsymbol{\xi}_{02}\right)}$ | $-\boldsymbol{\psi}_{22}\left[6 \mathrm{f}^{-}\left(\boldsymbol{\xi}_{22}\right)+4 \mathrm{f}^{-}\left(2 \boldsymbol{\zeta}_{22}\right)\right]$ |
| $\eta$ |  |  |

Table II
Here $\xi_{\mathrm{pq}}$ and $\boldsymbol{\psi}_{\mathrm{pq}}$ are related to the collision integrals, $\boldsymbol{\xi}$ is further proportional to the quantity $g \mu_{\mathrm{N}} \frac{H}{p}$. Similar conclusions hold for the other transport coefficients like thermal conductivity etc.

Now that we know how the different non $\quad$ equilibrium polarizations show up in the field effect, we can set ourselves to the task of decid. ing on the type of polarization present. The decrease or increase of the viscosity in a field will tell immediately whether the dominant polarization is even or odd in J. Io know whether more than one polarization is present asks for a more detailed study. It appears to be difficult to decide on the presence of more than one polarization from the shape of the $\frac{H}{p}$ curve alone. It is necessary to study in detail the different elements of the transport coefficient tensor. This means that one has to perform measurements as a function of the orientation of the magnetic field. In the following we will discuss the situation for the heat conductivity and the shear viscosity. The discussion will be centred around the behaviour of diatomic, at most weakly polar molecules; at the end we will make some remarks about more complicated molecules.

## The thermal conductivity

The structure of the $\boldsymbol{\lambda} \boldsymbol{\lambda}$ tensor is rather simple and allows, without great difficulties, a direct determination of $\lambda^{\prime \prime}, \lambda^{\boldsymbol{L}}$ and $\lambda^{t r}$. The experimental arrangements are given schematically in Fig. 6.


Fig. 6. Schematic diagram of the experimental arrangements to measure the elements of 글

The experimentally obtained resolution in $\frac{\Delta \lambda}{\lambda}$ and $\frac{\lambda^{t r}}{\lambda}$ is $10^{-5}$. Fig. 7 gives a typical set of results [3]. In general the thermal conductivity decreases in a field pointing to a dominant polarization even in $\underset{J}{ }$. The curves drawn in Fig. 7 correspond to a $\underline{W} \underline{J}$ contribution fitted to the $\frac{\Delta \lambda \perp}{\lambda_{0}}$ results. The shaded areas indicate the experimental uncertainties. A more sensitive test for the presence of other polarizations is found by studying the ratio ( $\left.\frac{\Delta \lambda \perp}{\Delta \lambda /}\right)$ at saturation. This is experimentally the best determined quantity


Fig. 7. $\frac{\Delta \lambda^{\perp}}{\lambda}, \frac{\Delta \lambda^{\prime \prime}}{\lambda}$ and $\frac{\lambda_{t r}}{\lambda_{0}}$ versus $\frac{H}{p}$ for HD at 85 K Drawn lines represent W J J contribution. Shaded areas are the estimated experimental uncertainties. and it is theoretically more sensitive than the ratio $\left(\frac{\Delta \lambda^{+}}{\lambda^{t r}}\right)_{\max }$ as is shown in Fig. 8.


Fig. 8. Theoretical dependence of $\left|\Delta \lambda^{+}\right|_{\text {sat }} /\left|\lambda^{t r}\right|_{\text {max }}$ and $\left(\Delta \lambda^{\perp} / \Delta \lambda^{\prime \prime}\right)_{\max }$ on the relative strength of the $\underline{W} \underline{J}$ contribution.

The result of such an analysis is given in the table III:

| Gas | 300 K | 85 K |
| :--- | :---: | :---: |
| $\mathrm{~N}_{2}$ | $1.57 \pm 0.01$ | $1.50 \pm 0.03$ |
| CO | $1.52 \pm 0.01$ | $1.49 \pm 0.03$ |
| HD | $1.51 \pm 0.01$ | $1.49 \pm 0.03$ |
| $\mathrm{pH}_{2}$ | $1.50 \pm 0.10$ |  |
| $\mathrm{oD}_{2}$ | $1.60 \pm 0.10$ |  |

It is seen that the ratio $\left(\frac{\Delta \lambda^{+}}{\Delta \lambda^{\prime \prime}}\right)$ sat differs very little from the value 1.5 , corresponding to a $\mathbb{W}$ J J polarization. One can safely conclude that for diatomic at most weakly polar molecules, W J J is by far the dominant polarization present.

## The shear viscosity

The analysis of the situation for the shear viscosity is not so simple. In the presence of a field the field free Navier Stokes equation $p \frac{d \underline{V}}{d t}+\underline{\nabla} p=\eta_{0} \nabla^{2} \underline{v}+\left(\frac{1}{3} \eta_{0}+\eta_{v}\right) \boldsymbol{\nabla}(\underline{\nabla} \cdot \underline{v})$ becomes far more complicated, containing seven instead of two transport coefficients! Consequently one has to seek simple experimental situations i.e. situations where in the absence of the field only a limited number of second derivatives $\frac{\partial^{2} v_{\alpha}}{\partial x_{\beta} \partial x_{r}}$ are of importance. This is found in the case of a straight capillary with rectangular crosssection (lengthl, width $w$ and thickness t, see Fig. 9). When
 gradient component (along t) are of importance. The influence of the magnetic field on the flow through this slit can be studied as a function of the orientation of the field. In the absence of a field all second derivatives of the velocity in the slit can be neglected except $\partial^{2} v_{k} / 8 i^{2}$. As all field effects are small, at most $1 \%$ of Zo this is still true in the presence of a field. In polar coordinates one gets for the pressure gradients along and across the slit as a function of the orientation of the field [4] :


Fig. 9. Schematic diagram of capillary with rectangular cross-section.

$$
\begin{aligned}
& \frac{\partial p}{\partial k}=\left\{\sin ^{2} \phi\left[\left(\frac{3 \eta^{+}+\eta_{2}^{+}}{4}\right) \sin ^{2} 2 \theta+q^{+} \cos ^{2} 2 \theta\right]\right. \\
& \left.+\cos ^{2} \phi\left[\eta 2^{+} \sin ^{2} \theta+\eta^{+} \cos ^{2} \theta\right]\right\} \frac{\partial^{2} k}{\partial i^{2}} \\
& \frac{\partial p}{\partial j}=\left\{\sin \phi \sin \theta\left[\eta_{1}^{-}-\eta_{2}^{-}-\left(2 \eta^{-}-\eta_{2}^{-}\right) \sin ^{2} \phi \sin ^{2} \theta\right)\right] \\
& +\cos \phi \cos \theta \sin \theta\left[\eta_{1}^{+}-\eta_{2}^{+}\right. \\
& \left.\left.-4\left(\eta_{1}^{+}-\frac{3 \eta_{0}^{+}+\eta_{2}^{+}}{4}\right) \sin ^{2} \phi \sin ^{2} \theta\right]\right\} \frac{\eta^{2} v_{k}}{\partial i^{2}}
\end{aligned}
$$

with $\varnothing$ and $\theta$ as given in Fig. 9. It is seen from these equations that the pressure gradient $\frac{\partial p}{\partial k}+$ ("longitudinal effect") is coupled to a linear combination of $\frac{3 \eta_{0}^{+}+\eta_{2}^{+}}{4}, \eta_{1}^{+}$and $\eta_{2}^{+}$. The pressure gradient $\frac{\partial p}{\partial j}$ in the "transverse effect" equation can be split into two parts: a combination of the odd-in-field coefficients $\ell_{1}$ and $7_{2}^{-}$and a combination of differences of the even-in-
field coefficients. In this experimental set up the volume viscosity does not appear.

In the following scheme we give the situation for which these expressions take their simplest form:


Fig. 10. The shear viscosity coefficients obtained for different orientations of the field.

Experimental conditions for accuracy are optimal if the measurements are performed in one and the same slit arrangement. Frurthermore the orientation of the magnetic field can only be changed conveniently by turning a magnet around the apparatus i.e. by varying the orientation of the field in a fixed (horizontal) plane. It is convenient to
choose this plane in such a way that it contains two of the simplest situations illustrated in the foregoing scheme.

For the longitudinal effects one arrives in this way at; the plane containing $I$ and II, ie. the slit is inclined under $45^{\circ}$ to the horizontal plane in which $\underset{-}{H}$ rotates. This is illustrated in Fig. 11.


Fig. ll. Schematic diagram of capillary arrangemont to measure the longitudinal viscous effects.

In this situation one has

$$
\frac{\partial \mathrm{p}}{\partial \mathrm{k}}=\left[\frac{3 \eta_{0}^{+}+\eta_{2}^{+}}{4} \sin ^{4} s+\eta_{2}^{+} \cos ^{2} s+\eta_{1}{ }^{+} \cos ^{2} \zeta \sin ^{2} \varphi\right] \frac{\partial^{2} v_{k}}{\partial \iota^{2}}
$$

For the transverse effects one combines situation VI and VII. This is illustrated in Fig. 12.

For this case one has:

$$
\frac{\mathrm{p}_{A}-\mathrm{p}_{B}}{W(\underline{\boldsymbol{\nabla}} \mathrm{p})_{A B}}=\frac{\eta_{1}{ }^{-} \cos 2 \boldsymbol{\chi} \sin \boldsymbol{\chi}-\frac{1}{2} \boldsymbol{\eta}_{2}^{-} \cos \boldsymbol{x} \sin 2 \boldsymbol{\chi}}{\eta_{0}}
$$

here $(\underline{\nabla} p)_{A B}$ is the pressure gradient along the length of the capillary at the plane AB. Figs. 13 and 14 give the results for $\boldsymbol{N}_{2}$ and $C O$ at room temperature.


Fig. 12. Schematic diagram of capillary arrangement to measure the transverse viscous effects.


Fig. 13. $\Delta \eta_{0}{ }^{+}, \Delta \eta_{1}{ }^{+}$and $\Delta \eta_{2}{ }^{+}$as functions of $\frac{H}{p}$ for $\mathrm{N}_{2}$ at room temperature. $: \mathrm{I}_{\mathrm{J}}^{\mathrm{J}}$ contribution.

The decrease of the viscosity in a field points again to a polarization even in $\underset{J}{J}$. Further analysis shows that only minor deviations from a behaviour given by a $\vec{J}$ polarization occur.


Fig. 14. The transverse viscosity coefficients $\eta_{1}{ }^{-}$
$\eta_{2}^{-}$for $c 0$ at room temperature.

- :

In this respect especially, the information from $\Delta \eta_{0}{ }^{+}$is significant, because of the fact that $\Delta \eta_{0}{ }^{+}$is zero is directly related to the tensorial structure of the polarization and is insensitive to the inclusion of further scalar dependence on $W^{2}$ and/or $J^{2}$. We will come back to this point later in discussing the conclusions that can be drawn from the small deviations from a simple $J$ J behaviour.
An interesting consequence of the structure of the $J$ polarization is that it can be directly observed by studying flow-birefringence. (See Hess [5]). As the refractive index $n$ of dilute gases is only slightly different from one and as the amount of $\widetilde{J}$ 信 polarization remains always small, the birefringence is small. It is, however, possible to observe it; a typical result [5] is shown in Fig. 15.

So far we have limited our considerations to simple diatomic molecules, that are at most weakly polar. We will now consider briefly the situation for more complicated molecules. For the viscosity the situation is not changed too much. In symmetric and spherical tops like $\mathrm{CH}_{3} \mathrm{~F}$ and $\mathrm{CH}_{4}$ [7] the dominant polarization has the tensorial structure of J O Only in the case of $\mathrm{NH}_{3}$
does the field free effect have the opposite sign, pointing to the dominance of an odd in $J$ polarization [8]. The presence of the inversion combined with a large rotational level splitting makes this molecule a special case. For the heat conductivity the situation is different. For symmetric top molecules a change of sign of the field effect with increasing dipole moment is observed [9].


Fig. 15. The flow birefringence $\Delta \mathrm{n} / \mathrm{n}$ for CO as a function of the applied velocity gradient.

This points to the presence of an odd in $J$ polarization in the heat flow in strongly polar (symmetric top) molecules. Measurements on the angular dependence are needed to decide on the structure of this polarization. Furthermore it is necessary to perform measurements on strongly polar diatomic molecules to investigate how far the symmetric top structure is the cause of this effect. This work is now in progress. Note that in the case of symmetric top molecules a third molecular vector apart from $\underline{W}$ and $\underset{\sim}{J}$ can play a role, i.e. the orientation of the figure axis with respect to $J$. Classically, this can be described by $J ;$ axis. Polarization can now also involve $J_{s}$. $J_{s}$ has the character of a pseudoscalar, odd under inversion. The interesting point is that in a heat flow, also the polarization $J_{s}-J$ is now allowed.


Fig. 16. $\Delta \lambda^{\prime \prime} / \lambda_{0}$ as a function of $\frac{E}{p}$ for some polar gases.
As was pointed out by Waldmann and Hess [10], such a polarization corresponds to an orientation of the electric dipole moment. Measure. ments to detect the corresponding thermo-electric effect have so far not been successful.
III. THE LIMITATION OF THE ONE MOMENT DESCRIPTION

In the foregoing section two points have been clarified. We know the tensorial structure of the dominant polarization, while furthermore the question was answered as to how far the effect of this polarization can be described by one time constant i.e. by a curve of the form $\mathrm{f}^{ \pm}(\boldsymbol{\mu} \boldsymbol{\omega} \boldsymbol{\tau})$. Note, however, that on the basis of the analysis given no distinction can be made between say $\sqrt{J}$ and J J $R\left(J^{2}\right)$. Both the angular dependence of $\boldsymbol{\eta}$ and its behaviour as a function of $\frac{H}{p}$ will be the same in both cases. Furthermore deviations from the simple one time scale behaviour, if found, can be attributed to two main causes. 1) Within the same tensorial structure of the polarization more than one polynomial in $\mathrm{W}^{2}$ or $\mathrm{J}^{2}$ has to be taken into account. The physics behind such a situation is that the dependence of say the reorientation cross section on $\mathrm{J}^{2}$ is such that one average is not able to represent this distribution adequately. 2) The presence of other types of polarization say $\mathcal{J} \underline{W} \underline{W}$ and $J \underline{W} \underline{W}$. As terms odd and even in J have a contribution of different sign, it is nearly always possible to make such a combination of two additional polarizations that the deviation from the simple $\frac{H}{\bar{D}}$ behaviour can be explained. To be able to come to a more definite conclusion it is necessary to use the information obtained from other sources. A study of the Depolarized Rayleigh Line (DPR) is in this respect most promising for two reasons [1,2] :
(i) From the physics of DPR one knows the type of orientational polarization involved.
(ii) A study of the lineshape allows one to determine in how far more than one time scale is present in the decay of this polarization.

The relevant quantity for the description of light scattering is the polarizability tensor $\underline{\underline{\alpha}}$. For linear molecules it can be written in the form

$$
\underline{\underline{\alpha}}=\left(\frac{2}{3} \alpha_{\|}+\frac{1}{3} \alpha_{\perp}\right) \underline{\underline{\mathbf{u}}}+\left(\alpha_{\|}-\alpha_{\perp}\right) \underline{\underline{u}} \underline{\underline{\mathbf{u}}}
$$

u being a unit vector along the internuclear axis. The depolarized Rayleigh line is associated with that part of the tensor operator $\underline{\underline{u}} \underline{\underline{u}}$ that is diagonal in the rotational quantum number $j$. This part, [u $\underline{\underline{u}}$ (J), is related to the tensor JJ by

$$
\underline{\underline{u} \underline{u}}(\underline{J})=-\frac{\frac{1}{2} \underline{J}}{J^{2}-\frac{3}{4}}
$$

Due to the orientational fluctuations the local instantaneous mean value of this tensor is in general nonzero and this gives rise to the occurrence of depolarized Rayleigh light scattering. The depolprized Rayleigh line profile is determined by the correlation function $C$ ( $t$ ) describing the decay of these fluctuations [3].


The spectral function $R(\boldsymbol{\nu})$ describing the depolarized line profile is related to $C(t)$ by

$$
c(t)=\frac{1}{I_{0}} \int_{-\infty}^{+\infty} R(\boldsymbol{\nu}) e^{-2 \boldsymbol{\pi} \boldsymbol{\nu} t} d t
$$

If one assumed that the decay of $\bar{J} \underline{J} /\left(J^{2}-\frac{3}{4}\right)$ can be described with one rate coefficient (one-moment approximation) one has

and the correlation function becomes:

$$
c(t)=e^{-n\langle v\rangle_{0} \sigma_{D P R} t}
$$

The effective reorientation cross section $\sigma_{D P R}$ is given by the collision integral for orientational polarization:


The experimental results show pronounced deviation from this behaviour as is shown in fig. 17.


Fig.17. The deviation from a Lorentzian shape of the depolarized Rayleigh line for the gases $\mathrm{nH}_{2}$, HD and $\mathrm{nD}_{2}$.

It is clear that more than one time scale is present. From a study of the behaviour of the hydrogen isotopes one comes to the conclusion that the origin ff this deviation is to be found in the fact that the
microscopic cross sections involving changes in J are strongly dependent on the quantum number $j$. Under such conditions it becomes plausible that one correlation time or one moment is not able to fully take into account the consequences of this situation. Hence one is lead to a description involving also higher moments $\left\langle R_{S} \frac{\sqrt[J]{J} J^{2}-\frac{3}{4}}{}\right\rangle$, where $R_{S}$ is a polynomial in $J^{2}$. The moment equations
for this situation are:

$$
\begin{aligned}
& \frac{\partial}{\partial t}\left\langle R_{i} \frac{\vec{J},}{J^{2}-\frac{3}{4}}\right\rangle= \\
& -n\langle v\rangle_{0} \sigma_{i i}\left\langle R_{i} \frac{\vec{J} J}{J^{2}-\frac{3}{4}}\right\rangle-\sum_{i \neq j} n\langle v\rangle_{0} \sigma_{i j}\left\langle R_{j} \frac{\vec{J}}{\sigma^{2}-\frac{3}{4}}\right\rangle
\end{aligned}
$$

with $R_{1}=1$. Gis an effective cross section matrix with elements given by the corresponding matrix elements of the collision operator. $\boldsymbol{G}_{i j}$ describes the coupling between the different moments. For the correlation function $c_{i k}$ one obtains (cf. Hess)[4] the.expression:

$$
c_{i k}^{(t)}=\left(e^{-n\langle v\rangle_{0} \stackrel{\sigma}{=} t}\right)_{i k}
$$

For the description of $D P R$ one needs $C_{11}(t)$, and one has:

$$
e_{11}(t)=\left(e^{-n\langle v\rangle_{0} \stackrel{G}{E}^{t}}\right)_{11}
$$

For short times this can be written as:

$$
{ }^{c_{11}}(t)=1-n\langle v\rangle_{0} \boldsymbol{G}_{11} t+\frac{n^{2}\langle v\rangle_{0}^{2}}{2!} \sum_{j} \boldsymbol{G}_{i j} \boldsymbol{G}_{j i} t^{2}
$$

Hence in the limit for $t \rightarrow 0$ the several moment description reduce to the one moment situation, and the initial slope of $C_{l l}$ ( $t$ ) can be identified as $\boldsymbol{G}_{11}=\boldsymbol{\mathcal { S }}_{\mathrm{DPR}}$. An interesting measure of the importance of the distribution of correlation times is given by the area under the correlation function: $\int_{0}^{\infty} C(t) d t \equiv \tilde{\sigma}^{-1}$. Note that in the presence of only one correlation time $\widetilde{\boldsymbol{G}}=\boldsymbol{\sigma}_{\mathrm{DPR}}$. A survey of the situation is given in the table:

|  | $\frac{\mathbf{G}-\tilde{\mathbf{S}}}{\mathbf{G}}$ |  | $\frac{\mathbf{G}-\tilde{\mathbf{G}}}{\mathbf{G}}$ |
| :--- | :--- | :--- | :--- |
| $\mathrm{nH}_{2}$ | 0.00 | $\mathrm{~N}_{2}$ | 0.08 |
| $\mathrm{pH}_{2}$ | 0.015 | CO | 0.065 |
| HD | 0.08 | $\mathrm{CO}_{2}$ | 0.06 |
| $\mathrm{nD}_{2}$ | 0.11 | 005 | 0.00 |

At this point it is interesting to compare the values of $\boldsymbol{\sigma}_{\mathrm{DPR}}$ with what one gets by analysing the field effect on the viscosity with a one moment description. As shown in the following table large diffferences are found.


One is tempted to conclude that $\boldsymbol{G}_{\mathrm{FE}}$ is clearly not associated with
 but with say $\underset{J}{J}$. A more plausible solution to this problem
is found when one takes the spread in correlation times also into account, when analysing the viscosity data. It is instructive to compare in this respect the situation encountered in DPR with that in FBR. In both cases the observable is related to
$\left\langle\frac{\sqrt{J}-}{J^{2}-\frac{3}{4}}\right\rangle$. In DPR one looks at its time dependence and as we have seen one can find a region where the effects of higher moments can be neglected. The situation is, however completely different for FBR. As this is a steady state effect one measures also the effects of all other moments. In fact one has $\frac{\Delta n}{n} \sim \int_{0}^{\infty} C_{\eta_{T}}(t) d t$ [4] where $C_{q T}(t)$ is the correlation function: $\left.\langle\underline{W} \underline{W}\rangle(0): \frac{T T}{T}(t) /\left(J^{2}-3 / 4\right)\right\rangle_{0}$
manifested by the overall behaviour of DPR will show up in the actual value of $\frac{\Delta n}{n}$. A similar situation holds for $\left(\frac{\Delta n}{\eta}\right)_{\text {sat }}$. Hence one expects that both the $F B R$ and the saturation of the $F E$ will be related more to $\tilde{\boldsymbol{G}}_{\mathrm{DPR}}$ than to $\boldsymbol{\mathcal { G }}_{\mathrm{DPR}}$.

The moment equations one has to solve to obtain $C_{T}(t)$ simplify considerably if one assumed that the collsions couple the deformation in velocity space $\langle\underline{W} \underline{W}\rangle$ only to one moment in $\bar{J}$ space. Such a situation is suggested by work by Snider. In fact he showed that in lowest order distorted wave Born approximation $\langle\underline{W} \underline{W}\rangle$ is coupled to $\left\langle Y^{(2)}\right\rangle=\left\langle\frac{J^{2}}{J^{2}\left(J^{2}-\frac{3}{4}\right)^{\frac{1}{2}}}\right\rangle$ and not to higher moments. In this approximation the moment equations read:

$$
\begin{aligned}
& \frac{\partial\langle\sqrt{2} \underline{\underline{W}}\rangle}{\partial t}=-n\langle v\rangle_{0} \sigma_{00}\langle\sqrt{2} \underline{w} \underline{W}\rangle-n\langle v\rangle_{0} \sigma_{01}\left\langle Y^{(2)}\right\rangle-\sqrt{2} \underline{\nabla v} \\
& \frac{\partial\left\langle Y^{(n)}\right\rangle}{\partial t}=-n\langle v\rangle_{0} \sigma_{10}\left\langle V_{2} \underline{w} \underline{w}\right\rangle-n\langle v\rangle_{0} \sigma_{11}\left\langle Y^{(2)}\right\rangle-n\langle v\rangle_{0} \sum_{j \neq 1} G_{1 j}\left\langle R_{j} Y^{(2)}\right\rangle \\
& \left.\frac{\partial\left\langle R_{i} Y^{(2)}\right\rangle}{\partial t}=-n\langle v\rangle_{0} \sigma_{i i}\left\langle R_{i} Y^{(2)}\right\rangle-n\langle v\rangle_{0} \sum_{j \neq i} \sigma_{i j}\left\langle R_{j} Y^{(2)}\right\rangle \quad i\right\rangle 1
\end{aligned}
$$

The $G$ matrix reads:
$\sigma_{00}$
$\sigma=\sigma_{10}$

0 | $\sigma_{01}$ | 0 | 0 |  |
| :---: | :---: | :---: | :---: |
| 0 | $\sigma_{11}$ | $\sigma_{12}$ | - |
| $\sigma_{21}$ | $\sigma_{22}$ | - | - |
| - | - | - | - |
| - | - | - | - |

Note that for large values of $J$ one has:

$$
Y^{(2)}=\frac{\sqrt{J} \sqrt{J}}{\left[J^{2}\left(J^{2}-\frac{3}{4}\right)\right]^{1 / 2}} \simeq \frac{\sqrt{J}-\frac{J}{2}}{\left(J^{2}-\frac{3}{4}\right)}
$$

Under these conditions the quantities $\sigma_{i j}$ ( $i>1$ ) occuring in the description of the $\operatorname{PBR}$ are identical to the ones encountered in DPR. So the matrix bounded by the solid lines is identical to the one in DR.

For the correlation function $\varepsilon_{\eta T}(t)$ one has:

$$
c_{\eta T}(t)=c_{O I}(t)=\left(e^{-n\langle v\rangle_{O} \underline{\underline{S} t}}\right)_{O I}
$$

One gets

$$
\frac{\Delta_{n}}{n} \sim \int_{0}^{\infty} c_{o 1}(t) d t=\int_{0}^{\infty}\left(e^{-n}\langle v\rangle_{0} \underline{\sigma} t\right)_{\partial I} d t=\left(\sigma^{-1}\right)_{01} .
$$

From the form of the matrix $\underline{\underline{\sigma}}$ and observing that $\frac{G_{01} G_{10}}{G_{00} G_{I I}} \ll 1$ one gets

$$
\left(\underline{G}^{-1}\right)_{01}=\frac{\sigma_{01}}{\sigma_{00}} \frac{1}{\widetilde{\sigma}}
$$

Hence one obtains:

$$
\frac{\Delta_{n}}{n} \sim \frac{\sigma_{\eta T}}{\sigma_{\eta} \tilde{\sigma}} .
$$

Similarly starting from $\eta=n k T$ $\int_{0}^{\infty}\langle\sqrt{2} \quad \mathbb{W} \underline{W}(0) \sqrt{2} \overparen{W} \underline{W}(t)\rangle_{0} d t$ and solving $c_{o o}=\langle\sqrt{2} \widehat{W} \underline{W}(0) \sqrt{2} \underline{W} W(t) \quad$ from the moment equations one gets:

$$
\left(\frac{\Delta \eta_{1}+}{\eta}\right)_{\text {sat }}=\left(\frac{\Delta \eta_{2}+}{\eta}\right)_{\text {sat }}=\frac{\left(\sigma_{\eta T}\right)^{2}}{\sigma_{\eta} \sigma}
$$

It is now possible to test this model by comparing $\tilde{G}$ obtained from a combination of $\left(\frac{\Delta \eta}{?}\right)_{\text {sat }}$ and FBR. Preliminary results of such a
comparison is shown in the table:

|  | $\tilde{\boldsymbol{G}}$ from DPR | $\tilde{\boldsymbol{\sigma}}_{\text {from }} \mathrm{FE}+\mathrm{FBR}$ |
| :---: | :---: | :---: |
| $\mathrm{N}_{2}$ | $31.6 \pm 0.6$ | $31 \pm 1$ |
| CO | $40 \pm 1$ | $38 \pm 1$ |
| $\mathrm{CO}_{2}$ | $83 \pm 2$ | $140 \pm 3$ |

At the time of writing these lectures, investigations along these lines have only just started. So it is still too early to draw more definite conclusions, but the situation looks promising.

We have seen in the foregoing section, in how far the behaviour of the nonequilibrium polarization can be described by effective cross sections. $\mathbf{G}$ that are matrix elements of the Waldmann-Snider collision operator. It is often convenient to use a systematic notation for these quantities. To arrive at such a notation one starts from the form of the expansion of the deviation from equilibrium in terms of irreducible tensors $[\underline{W}]^{(p)}$ and $[\underline{J}]^{(q)}$, while the scalar dependence is expressed using a series expansion in polynomials $S_{r}^{p}\left(W^{2}\right)$ and $R_{S}^{q}\left(J^{2}\right)$. $S_{0}\left(W^{2}\right)=1, S_{1}^{1}\left(W^{2}\right)=-\left(W^{2}-\frac{5}{2}\right)$. Furthermore we take here ${ }_{R_{0}^{2}}^{r}\left(J^{2}\right)$ $=\left[J^{2}\left(J^{2}-\frac{3}{4}\right)\right]^{-\frac{1}{2}}$ to make $R_{O}^{2}[J]^{(2)}=Y^{(2)}$, and $R_{0}^{2} \underline{W}\left(J^{2}\right)=\underline{W} Y^{(2)}$. Finally $R_{1}^{0}\left(J^{2}\right)=\left(J^{2}-1\right)$. In the framework of such a description the matrix elements of the collision operator and hence $\mathcal{G}$ will be characterised by two sets of 4 indices: pqrs and $\mathrm{p}^{\prime} \mathrm{q}^{\prime} \mathrm{r}^{\prime} \mathrm{s}^{\prime}$. The diagonal cross sections for which $p=p^{\prime}$ etc., describe the direct decay of the deviation of $f$ considered (e.g. $\boldsymbol{\sigma}_{\boldsymbol{T}}=\boldsymbol{\sigma}\binom{\mathrm{O} 200}{\mathrm{O} 200}$ describes the direct decay of $Y(2)$ polarisation by the collisions in the gas). Those quantities are positive. The off-diagonal ones, where at least one pair of indices is unequal, give the strength of the coupling between the different polarizations (.e.g. $\boldsymbol{\sigma}_{\mathrm{q} T}=\boldsymbol{\sigma}_{2000}^{0200}$ ) ) gives the effective cross section for production of $Y(2)$ polarisation by the presence of a polarisation in velocity $\mathbb{W}$. Such quantities can be both positive and negative. In the example of flow-birefringence, for instance, the sign depends on the direction of the polarisation that is produced. For a general definition of the effective cross sections see [1] . The definition is relatively simple for diagonal and many of the more common off-diagonal elements. The notation discussed above can be simplified when there is no risk of confusion: a) for the diagonal elements one may write only one row of indices, e.g. G(0200), b) if no scalar dependence arises, one can omit the last two zeros in the rows, e.g. $\boldsymbol{\sigma}\binom{02}{20}$. In the following table we present the most important effective ćross sections with the physical processes to which they are related.

| Effective cross section | Relaxation (decay) process | Source |
| :---: | :---: | :---: |
| $\begin{aligned} & \boldsymbol{\sigma}(0001) \\ & \boldsymbol{\sigma}(1010) \\ & \boldsymbol{\sigma}(1001) \\ & \boldsymbol{\sigma}(12) \\ & \boldsymbol{\sigma}(20) \\ & \boldsymbol{\sigma}(02) \end{aligned}$ | Rotational energy $\boldsymbol{\sigma}_{\text {rot }}$ <br> W ( $72-W^{2}$ ), transational heat flow <br> W ( $\left.J^{2}-1\right)$, rotational heat flow <br> W $\mathrm{Y}^{(2)}$, Kagan polarization <br> $\widehat{W}$ W, momentum transport, $\mathcal{G}_{\eta}$ <br> $\mathrm{Y}^{(2)}$, tensor polarisation in J-space, $\sigma_{T}$ | bulk visc $\boldsymbol{\eta}_{\mathrm{V}}$ <br> $q, \eta_{\mathrm{V}}$ combined <br> $\lambda, \eta, \eta$ combined <br> $\left(\frac{\mathrm{H}}{\mathrm{p}}\right)_{\frac{1}{2}}$ FE $\lambda$ <br> $\eta$ $\left(\frac{\mathrm{H}}{\mathrm{p}}\right)_{\frac{1}{2}} F E \eta$ |
|  | Polarizations coupled |  |
| $\begin{gathered} \boldsymbol{G}\binom{1010}{1200} \\ \boldsymbol{\sigma}\binom{1001}{1200} \\ \boldsymbol{G}\binom{02}{20} \end{gathered}$ | Transational heat flow Kagan polarization <br> Rotational heat flow Kagan polarization <br> W W polarization $Y$ (2) polarization, $\sigma_{\eta T}$ | Sat FE ? <br> Sat $F E \boldsymbol{\lambda}, \boldsymbol{q}$ combined <br> Sat FE ? |

Not all these $\sigma$ are independent.
Just as for spherical molecules where the effective cross sections for the viscosity and thermal conductivity are related (Eucken factor), so there are relations among these more general cross sections. In fact one has the following relations [2] :

$$
\begin{align*}
& \sigma(1010)=\frac{2}{3} \sigma(2000)+\frac{5}{\sigma} \sigma(0010)  \tag{1}\\
& \sigma\binom{1010}{1001}=\frac{1}{2} \sqrt{\frac{5 k}{2 C_{\text {rot }}}} \sigma(0010)  \tag{2}\\
& \sigma\binom{1010}{1200}=-\frac{1}{5} \sqrt{5} \sigma\left(\begin{array}{l}
02000
\end{array}\right)  \tag{3}\\
& \sigma(0010)=\sqrt{\frac{2 C_{\text {rot }}}{3 k} \sigma(0001)}=\frac{2}{3} \quad \frac{C_{\text {rot }}}{k} \sigma(0001)  \tag{4}\\
& \sigma\binom{1010}{1100}=0 . \tag{5}
\end{align*}
$$

From the study of the FE on the viscosity one obtains directly both G(02) and $6\binom{02}{20}$. A considerably more complicated situation arises in the case of the FE on the thermal conductivity. The field free heat conductivity contains already three cross sections: $\boldsymbol{\sigma}$ (1010), $\boldsymbol{G}$ (1001) and $\sigma\binom{1010}{1001}$, describing respectively the behaviour of the translational and the rotational heat flow and their coupling. These quantities can be obtained separately by combining data on $\lambda$ with those on $\eta$ and $\eta_{V}$, using also the relation (1). It is then possible to solve the situation for the FE on $\boldsymbol{\lambda}$ where three additional cross sections occur: $\mathbb{G}(1200), \boldsymbol{G}\binom{1200}{1010}$ and $\boldsymbol{G}\binom{1<0 \cup}{1001}$ describing respectively the decay of the Kagan polarization and its coupling to the translational and rotational heat flow. To do this one combines data on the field effect for $\lambda$ with similar information on $\eta$, making use of relation (3). This situation is summarised in column 3 of table. Havind reduced the experimental data to effective collision cross sections we can consider in some detail the information that can be obtained in this way. First of all there is the fact that the polarization odd in J are absent or very small, this notwithstanding the fact that they occur in a lower order in the [W] ${ }^{(\mathrm{p})}[\mathrm{J}]^{(\mathrm{q})}$ expansion. The fact that $\left\langle A B B_{0}\right\rangle_{0}=0$ can be explained by assuming that the contributions of the loss and gain terms just cancel. This is the case if $R_{0}$ is time reversal invariant. The combined behaviour of (=ARB) under parity and time reversal will then result in the polarizations odd in J being absent.

This gives an answer to the historical problem of inverse collisions in molecules with internal degrees of freedom. In a classical description one has, for spherical molecules, that for every collision ( $c_{1} c_{2} \rightarrow c_{1}^{\prime} c_{2}^{\prime}$ ) one can find geometrical conditions such that the inverse process ( $c_{1}^{\prime} c_{2}^{\prime} \rightarrow c_{1} c_{2}$ ) takes place. This is in general no
longer true in the presence of internal degrees of freedom. This is shown in fig. 18 where $a \rightarrow a^{\prime}$ while a'will never result in a.


Fig. 18.
The problem of inverse collisions.

From the absence of polarizations odd in $\mathcal{J}$ one can conclude that for diatomic molecules the assumption of the existence of inverse collisions is a good approximation. In a more general formulation: the collision operator is nearly self adjoint: $\left\langle A B B D=\langle B R A\rangle_{0}\right.$.

One can further pose the question of in how far a perturbation treatment, in which one writes $R_{o}=R_{\text {spherical }}+\varepsilon R_{\text {nonspherical }}$, is a promising approach. To investigate this we compare $\boldsymbol{6}(20)$ with $\boldsymbol{\sigma}(02)$. In such a perturbation approach $6(02)$ will be of the order $\varepsilon$ and one expects $6(02) \ll 6(20)$. This is in general not the case as is shown in the table:

|  | $\mathbf{O}(20)$ | $G(02)$ |
| :--- | :---: | :---: |
| $\mathrm{Nas}_{2}$ | 35.0 | 24 |
| CO | 35.5 | 33 |
| $\mathrm{CO}_{2}$ | 52.7 | 69 |

An exception is formed by the hydrogen isotopes. Indeed here the combination of small nonsphericity and large rotational level splitting makes $\mathbf{G}(02) \ll \boldsymbol{6}(20)$. This is shown in the next table which gives the situation at room temperature.

|  | $\mathrm{A}^{2}$ | $\boldsymbol{G}(20)$ |
| :---: | :---: | :---: |
| $\mathrm{H}_{2}$ | $\mathbf{\sigma}(02)$ |  |
| HD | 18.7 | 0.49 |
| $\mathrm{D}_{2}$ | 18.7 | 2.3 |

One can safely conclude that a small nonsphericity approximation is in general poor. In contrast to this the off diagonal elements of $R_{o}$ are always small, see table :

|  | $\AA^{2}$ | $G(02)$ | $G\binom{20}{02}$ |
| :--- | :---: | :---: | :---: |
| Eas |  | $G\binom{1200}{1001}$ |  |
| $\mathrm{~N}_{2}$ | 24 | 1.5 | 4.6 |
| CO | 33 | 2.0 | 4.3 |
| HD | 2.3 | 0.29 | 0.67 |

This last conclusion remains true even for the case of strongly polar molecules where $\boldsymbol{G}(02)>\boldsymbol{G}(20)$. The exceptional situation for the hydrogen isotopes has as a further consequence that $\sigma(12)=\sigma_{D} \cdot$ In general $\boldsymbol{\sigma}$ (12) will be of the order of $\boldsymbol{\sigma}(02)+\boldsymbol{\sigma}_{D}$. This situation is illustrated in fig. 19 for $C 0$ (note that $\boldsymbol{\sigma}_{\mathbf{D}} \simeq 0.8\left(\boldsymbol{\sigma}_{\boldsymbol{\eta}}\right)$.


Fig. 19. $\sigma(12), \underset{\text { of }}{\boldsymbol{\sigma}}(02), \boldsymbol{\sigma}(20)$ and $\boldsymbol{\sigma}\binom{02}{20}$ for $C 0$ as a function

Further conclusions on the properties of the effective cross sections are related to the window that each of the cross sections has on the collision processes. It is immediately clear that diagonal cross sections involving only $\underset{\text { I i.e. } G(02) ~ a r e ~ o n l y ~ s e n s i t i v e ~ t o ~ c o l l i s i o n s ~}{\text { a }}$ in which $\underline{J}$ changes in direction $\left(~\left(\Delta m_{j} \neq 0\right)\right.$. One can further show that in the lowest order DWB approximation the coupling cross section $\mathbb{S}\binom{20}{02}$ is caused by energetically inelastic processes ( $\Delta j \neq 0$ ). All the diagonal cross sections involving $W$ are of course also sensitive to changes in $W$, while also $\boldsymbol{\mathcal { S }}\binom{1200}{1001}$ contains terms of first order in the non-sphericity arising from such collisions. This has an important consequence in testing molecular model calculations. It is far more difficult to fit both magnitude and position of the field effect on $\eta$ than it is to fit the same quantities for $\lambda[3]$. This is illust-


Fig. 20. Comparison between theory ( - ) and experiment (---) for $\ell_{1}{ }^{-}$and $\eta_{2}{ }^{-}$for the case of hard

In a review article a few years ago we wrote: "The study of the field effects can introduce new perspective (in the study of nonspherical molecules) since it not only $\nexists l o w s$ more coliision integrals to be determined, thus increasing largly our source of data, but it also permits the relevant collision integrals to be obtained with good absolute accuracy. In addition, the results can easily be checked for internal consistency and the measurements can be performed over a large range of temperatures without too much difficulty. For these reasons, it is to be expected that a wealth of new information on inelastic collision integrals will become available in the near future. Hopefully, this will contribute greatly to a satisfactory description of the interaction between polyatomic molecules and the way this is reflected in the nonequilibrium behaviour of polyatomic gases". These hopes are by now fulfilled in so far as the collision integrals are concerned. Snider will discuss in his lectures the state of our knowledge of the connection between the collision integrals and the interaction between nonspherical molecules.
V. FIEID EFFECMS IN THE RAREFIED GAS REGIME

## Introduction

While in most of the work discussed so far the experiments were performed with a well defined plan in mind, the thermomagnetic torque was discovered by accident. It was present as a large spurious effect in measurements of the Einstein-De Haas effect, where one uses the conservation of angular momentum to determine the angular momentum associated with a magnetic moment in the following way. (see fig. 2l)


Fig.2l. Schematic diagram of Scotts apparatus.

A sample is suspended from a torsion wire inside a solenoid. Upon reversal of the sign of the magnetic field the change in magnetisation of the sample is accompanied by a change of the direction of the angular momentum of the spins. Because of the conservation law this gives rise to an equal and opposite change in the angular momentum of the sample as a whole. So the sample starts to turn till the torsion of the suspension wire compensates for the acquired torque. During such measurements, Scott at General Motors Research Laboratories was troubled by a spurious effect that caused a shift in the zero point of his torsion pendulum by an amount that corresponded to a timeindependent torque many orders of magnitude larger than the value caused by the Einstein-De Haas effect. The origin of this torque was not
understood but as it was constant, one could easily correct for it. In building a new set up in 1963, Scott and Sturner discovered that the torque was related to the fact that the sample was always slightly heated by the magnetizing coil: it was absent when the sample was at the temperature of the surrounding vessel. They found furthermore that it was also related to the gas residue in the evacuated surrounding vessel. Systematic investigations by Scott, Sturner and Williamson [I] resulted in the following picture
(i) The $\boldsymbol{\tau}(H)$ curves behave at constant $p$ approximately
like $\frac{\mathrm{H}}{\mathrm{I}+\mathrm{aH}^{2}}$.
(ii) The torque is odd in the direction of the temperature difference, and of the magnetic field. It depends further on the sign of the rotational $g$ factor of the gas.
(iii) The torque disappears with increasing pressure, but the behaviour as a function of $p$ is rather complicated.
(iv) The magnitude of the torques is many orders larger than the angular momentum content of the molecules hitting the surface.
The overall behaviour of the Scott effect suggests that it is related to the phenomena discussed earlier in dilute gases. It can however not simply be a transport of internal angular momentum in a temperature gradient and magnetic field as this would be far too small. Its disappearance at higher pressures suggests that it is a property of the rarefied gas regime. In this pressure region the mean free path has become so large that in transport phenomena macroscopic quantities start to vary rapidly over a mean free path. Under such conditions contributions to the transport coefficients occur, that are characterized by an $1 / p$ behaviour. The situation is, however, complicated by the fact that superimposed on these effects there will be the results of the mean free path becoming of the order of the dimensions of the apparatus. This will give rise to so called Knudsen corrections that decrease the measured torque. Only after very carefully correcting for this effect,is the true behaviour of $\boldsymbol{\tau}$ ( $\mathrm{p}, \mathrm{H}$ ) obtained (see Burgmans and Adair [2]). Such a corrected result is shown in fig. 22.


Fig 22. $\quad \frac{\tau p}{\Delta T}$ versus $\frac{H}{p}$ for $H_{2}$ at room temperature.
Levi et al. [3] were the first to show how in the presence of a magnetic field the Maxwell stress caused by a $\underset{\sim}{\nabla / T} T$ gives rise to torque

To get some insight into the behaviour of transport properties in the rarefied gas regime, we will briefly outline the situation with respect to the Maxwell stress for a monatomic gas. We start with the Boltzmann equation in the steady state:

$$
\underline{c} \cdot \underline{\nabla I}=c\left(f f_{1}\right) \quad .
$$

We write for f :

$$
f=f^{0}\left(1+\epsilon \Phi^{(1)}+\epsilon^{2(2)}+\cdots\right)
$$

In zeroth order we get

$$
0=c\left(f^{0} f_{1}^{0}\right) \quad, f^{0}: \text { Maxwell distribution . }
$$

In first order the equation becomes

$$
\begin{aligned}
& \underline{c} \cdot \underline{\nabla} f^{0}=c\left\{f^{0} f_{I}^{0}\left(\varphi^{(I)}+\varphi_{I}^{(1)}\right)\right\} \equiv-n R_{o} \varphi^{(I)} \\
& \underline{c} \cdot \underline{\nabla} f^{0}=-n R_{0} \varphi^{(I)}
\end{aligned}
$$

$$
\begin{array}{ll}
\underline{\varphi}(1)=-\frac{1}{T} \mathbb{A} \cdot \underline{\nabla} T & \underline{W}=\left(\frac{m}{2 K T}\right)^{\frac{1}{2}} \underline{c} \\
\left(\frac{2 \mathrm{k} T}{m}\right)^{\frac{1}{2}}\left(W^{2}-\frac{5}{2}\right) \underline{W}=n R_{0} \mathbb{A} . &
\end{array}
$$

The second order equation becomes

$$
\left(\underline{c} \cdot \underline{\nabla} f^{0}\right) \varphi^{(1)}+f^{0} \underline{c} \cdot \nabla \varphi^{(1)}=-n R_{0} \varphi^{(2)}+c\left(f^{0} f_{1}^{0} \varphi^{(1)} \varphi_{1}^{(1)}\right) .
$$

Now we will limit our consideration to the case $\frac{q}{q_{\text {random }}} \ll 1$, so we neglect $\left(\varphi^{(1)}\right)^{2}::(\underline{I})^{2}$. Under such conditions it is still possible that $\overline{\boldsymbol{F}}$ varies rapidly over a mean free path, ie., it will no longer be possible to neglect $\mathbb{\nabla V} T$ and consequently terms containing $\boldsymbol{\nabla} \boldsymbol{\varphi}^{(I)}$ should be taken into account. Under these conditions the second order equation becomes

$$
c \cdot \underline{\nabla} \varphi^{(1)}=-n R_{0} \varphi^{(2)}
$$

(Terms with $\underline{\nabla f}^{0} \varphi^{(1)}::(\mathbb{V})^{2}$ are again neglected). This is known as the linearized Burnett equation. Note that as $\psi^{(I)}:: \frac{1}{n}$ and $R_{0} \sim n^{0}$, one has $\varphi^{(2)}: \frac{1}{n^{2}}$ corresponding to $a " \frac{1}{n}$ contribution" to the transport coefficients.

We see further that we get $\varphi^{(2)}$ in terms of $\varphi^{(1)}$, i.e., in terms of the solution of the first order equation. For the second order transport coefficients this statement implies that they can be expressed in terms of the first order transport coefficients. The Max. well stress corresponds to the $\varphi^{(2)}$ contribution to the pressure tensor. In this way one obtains

$$
\begin{aligned}
& \underline{\underline{\Pi}}^{(2)}=\int f^{0} \varphi^{(2)} \underset{\underline{c} \underline{C}}{d \underline{C}}
\end{aligned}
$$

$$
\begin{aligned}
& =n k T \quad n\left[\varphi^{(2)}, \underline{\underline{B}}\right]=n k T \quad n\left[\underline{\underline{B}}, \varphi^{(2)}\right] \\
& =n k T \int f^{0} \underline{\underline{B}} R_{0} \varphi^{(2)} \underline{d e} \\
& =-k T \int f^{0} \underset{\equiv}{\mathrm{~B}} \underline{c} \cdot \underline{\nabla} \boldsymbol{\varphi}^{(1)} \underset{-}{\mathrm{c}} \stackrel{c}{-} \cdot \underline{\nabla} \boldsymbol{Y}^{(1)}=-\mathrm{n} R_{o} \boldsymbol{p}^{(2)}
\end{aligned}
$$

One has $\boldsymbol{\varphi}^{(1)}=-\frac{1}{\mathrm{~T}} \mathbb{A} \cdot \underline{\boldsymbol{Y}} \mathbb{T} \cdot$ Neglecting terms like $(\underline{\boldsymbol{V}})^{2}$ and keeping only $\mathbb{Y P T}$, one obtains

$$
\underline{\underline{\eta}}^{(2)}=k T \int f^{0} \underline{\underline{B}} \frac{\underline{1}}{\bar{T}} \underline{A} \cdot \underline{\boldsymbol{V}} T \cdot \underline{c} \text { d } \underline{c}
$$

The macroscopic equation reads

$$
\underline{\nabla}=2 \tilde{\eta} \frac{1}{T} \vec{\nabla} T
$$

Combination gives the microscopic expression for $\tilde{\eta}$. We have further, in first Sonine approximation:

$$
\begin{array}{ll}
A=a_{1}\left(W^{2}-\frac{5}{2}\right) W & B=b_{I} \overparen{W} W \\
\lambda=n \frac{5}{2} \sqrt{\frac{2 k T}{m}} k a_{1} & \eta=1 / 2 n k T b_{1}
\end{array}
$$

Using these expressions we obtain:

$$
\tilde{\eta}=\frac{2}{5} \frac{\lambda \eta}{n k}
$$

This is known as the Maxwell stress coefficient. Note that $\tilde{\eta} \sim \frac{1}{n}$ as was to be expected. Theory shows further than $\boldsymbol{\nabla} \mathbb{T}$ gives no contribution to $\underline{q}$ if no gas flow is present. It was shown by Levi et al. $[4,5]$ that for a gas of rotating molecules the expression becomes

$$
\tilde{\eta}=\frac{2}{5} \frac{\lambda_{\operatorname{trans}} l \eta}{n t}
$$

where $\lambda_{\text {transl }}$ is the coefficient corresponding to the contribution of the translational degrees of freedom to the energy transport. Note that in the lowest order Sonine approximation only the translational heat flux is coupled to the pressure tensor. Retaining only the simplest angular momentum polarization: ( $\underline{W} \cdot \underline{J}$ ) J and $\underset{J}{J}$ Levi et al. solved the Burnett equation in the presence of a field. $\tilde{\eta}$ will now become a fourth rank tensor $\tilde{\eta}$ conntaining both even and oda in $H$. We are here not interested in the even in $H$ components as they will be very difficult to measure. The situation for the odd components is more favourable. The expressions for these coefficients in terms of the first order ones become rather complicated mainly because of the complex structure of the energy transport in a gas with internal degrees of freedom. They become much simpler if
we consider a hypothetical case where one may neglect the transport of internal energy. In this case the contributions contain four parts: one proportional to $\eta \lambda_{t_{r}}$ and having also the field dependence: $\left(\frac{\boldsymbol{\xi}_{\lambda}}{1+\boldsymbol{\xi}_{\lambda}^{2}}+2 \frac{2 \boldsymbol{\xi}_{\lambda}}{1+4 \boldsymbol{\xi}_{\lambda}^{2}}\right)$ a second of the type $\lambda_{\text {masc }} \eta_{2}^{-}$and behaving like $\eta_{2}^{-}$i.e. $\sim \frac{1}{1+4 \xi_{\eta}^{2}} \sim$. The last two contributions are of a mixed nature, they are proportional to $\sqrt{\lambda_{\operatorname{tr}} \eta_{\overline{2}}}$. These contributions occur in two different $\frac{H}{p}$ regions, one with characteristic parameters $\boldsymbol{\zeta}_{\boldsymbol{\lambda}}$ and $2 \boldsymbol{\xi}_{\boldsymbol{2}}$ and another with the parameters: $\boldsymbol{\xi}_{\boldsymbol{\eta}}$ and $2 \boldsymbol{\xi}_{\boldsymbol{q}}$. This is a structure one would intuitively expect from the field free behaviour of $\tilde{\eta}_{\sim} \eta \lambda_{\text {trans }}$ For the case of a torque on a cylinder with radius a and height one gets:
with

$$
\tau=-2 \pi a^{2} h \Pi_{r \theta}
$$

$$
\Pi_{r \theta}=\frac{2}{T} \tilde{\eta}_{r \theta} \frac{d^{2} T}{d r^{2}}
$$

The logarithmic temperature field between coaxial cylinders gives:

$$
T(r)=T(a)+\frac{\Delta T}{\ln T} \ln / a
$$

In this way we get for the torque:

$$
\tau=\frac{4 \pi h}{\ln R / a} \frac{\Delta T}{T} \tilde{\eta}_{r \theta}
$$

$\tilde{\eta}_{r \theta}$ is a combination of two Cartesian tensor components of $\tilde{\underline{?}}$ appropriate to the cylindrical symmetry. The full expression for the field dependent torque reads

$$
\begin{aligned}
& \frac{\rho \tau}{\Delta T} \ln R / a=\frac{8 \pi}{5} \lambda \text { transl } \eta\left\{-\frac{1}{2} A\left(f^{-}\left(\boldsymbol{\xi}_{\boldsymbol{\lambda}}\right)+2 \mathrm{f}^{-}\left(2 \boldsymbol{\xi}_{\boldsymbol{\lambda}}\right)\right)-\mathrm{Bf}^{-}\left(2 \boldsymbol{\xi}_{\boldsymbol{A}}\right)+\right. \\
& \mathrm{c}_{1}=\frac{\boldsymbol{\xi}_{\boldsymbol{\eta}}}{\boldsymbol{\xi}_{\lambda}} \mathrm{B}
\end{aligned}
$$

A and $C_{2}$ corresponds respectively to the pure $\boldsymbol{\lambda}_{t r}$ and $\eta_{2}^{-}$terms and $B$ and $C_{1}$ resp. to the cross terms in the simplified situation discussed earlier. They are in general rather complicated expressions in the first order field free and field dependent coefficients. The contribution at $\zeta_{q}$ is the dominant one, so the maximum in torque will occur near to the one in the $\bar{\eta}_{2}$ curve. A detailed comparison is hindered by the fact that there is also a contribution of a boundary layer effect to the Scott torque. While in the bulk $\boldsymbol{\nabla} \mathbb{T}$ does not couple to
], this is no longer true near a wall as there the gas can no longer be considered as an isotropic system. In monatomic gases one has, for example, the phenomenon of thermal creep: i.e. a gas flow along a boundary in the presence of a temperature gradient along the wall. Consider a gas in which there is a temperature gradient parallel to a wall that is at a constant temperature (see fig.23)


Fig. 23. Schematic diagram illustrating the occurrence of thermal slip.

Let us assume that the accommodation coefficient for translational energy is equal to 1 . Thus a molecule hitting the wall leaves the surface with a kinetic energy corresponding to the temperature of the wall and in a random direction. Let us now compare the effect of this accommodation on two molecules coming from resp. a and b. They will both leave the wall with the same average energy, but as $\overline{\frac{1}{2} m v_{a}^{2}}<\overline{\frac{1}{2} m v_{b}^{2}}$ they gave off a different amount of momentum to the wall in this process. Consequently there is a net loss of momentum by the gas layer near the surface in the - VT direction. This will cause the gas to move in the $+\mathbb{T}$ direction so that its velocity is such that the ordinary viscous friction will just make up for the momentum lost in the accomodation process. Thus we will have a flow of gas from cold to warm: thermal creep. This flow will under these conditions exert no force on the wall therefore it is also called thermal slip. While monatomic gas slip phenomena have to do with the accommodation of translational energy at the wall, in polyatomic gases also the accommodation of internal energy and the behaviour of the internal angular momentum in its interaction with the wall has to be taken into account. Such boundary layer phenomena can give a contribution to the Scott effect as was shown by Levi and Beenakker [3] and by Waldmann [6]. A discussion of the theory of these effects is, however, outside the scope of these lectures. For our discussion here it is sufficient to realize that it is possible to devise a set-up
where $\mathbb{I}$ is negligibley small so that only slip effects occur. Such an experiment was suggested by Waldmann and performed at Leiden by Hulsman et al. [7]. From the results of these measurements it is possible to calculate the slip contribution to the scott torque. It appears to be of opposite sign to the Maxwell stress. Combination of slip and torque measurements allows then a comparison with calculations of the Maxwell stress contributions.


Fig. 24 The boundary-layer (or slip) contribution to the thermomagnetic torque for $\mathbb{N}_{2}$ as found from the experiment, the total torque as measured by Adair and co-workers and the combination of the two yielding the experimentally determined bulk contribution. The dotted line gives the bulk contribution as calculated from the expression given by Levi et al. The shaded area around the calculated curve reflects the uncertainties in the used cross section values.

F'ig. 24 gives the results for $\mathbb{N}_{2}$. It is, however, still too early to decide whether the discrepancies between theory and experiment are significant.

The transverse viscomagnetic heat flux
When in the Burnett regime a gas flows in such a way that its velocity has non vanishing second spatial derivatives (as, for example, in ordinary Poiseuille flow) a heat flow will be present. In a way similar to the derivation of the expression for the Naxwell stress
one gets at uniform temperature

$$
q^{(2)}=2 \tilde{\eta} \underline{\nabla} \cdot \widehat{\underline{V}} .
$$

This heat flow is, however, difficult to observe in the absence of a field, since the heat flux is parallel to the flow and can hardly be separated from convection and other uninteresting, but much larger phenomena. In a magnetic field, however, the heat flux has a transverse component which can be termed (transverse) visco-magnetic heat flux.


Fig. 25 Schematic diagram for measuring the viscomagnetic heat flux.

In the arrangement shown in the fig. 25 one will have a transverse temperature difference. As shown by Levi et al. [5], its magnitude is directly related to the dilute gas transverse pressure difference by the relation

$$
\frac{1}{T} \frac{\partial T}{\partial y}=-\rho(\boldsymbol{s}) \frac{1}{p} \frac{\partial p}{\partial y}
$$

here $\rho(\xi)$ is a slowly varying function of the field with a value around.5. So far no experiments in this direction are reported.

Let us end this discussion by again underlining the importance of the field effect in the rarefied gas regime as being one of the very few methods that give data that are not submerged in larger dilute gas contributions. Through measurements of the Burnett coefficients one has a tool for the direct verification of the kinetic theory in this regime. Other applications are in the study of boundary layer phenomena and in that of Knudsen effects. Recent theoretical work of the Erlangen $[8,9]$ and the Moscow group [10, 11] are in
this respect very promising.
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## I. INTRODUCTION

Professor Beenakker has already given in his lectures [1] a general introduction to the field dependence of gas transport coefficients. In those lectures he has given some of the history of these effects and of their interpretation, as well as the present status of what experiment tells us about what the molecules are doing in these processes. I will briefly sketch some of the theoretical developments as I see them.

Modern theoretical calculations of these effects began in 1961 with the work of Kagan and Maksimov [2], using a classical Boltzmann equation and a model collision operator. During the next 8-9 years, the model dependence was eliminated and a general formulation in terms of quantum mechanics was developed [3]. The central theme that dominated this development was an emphasis on statistical mechanics and a minimal role of individual molecular behaviour. By statistical mechanical emphasis, I mean the ingrained attitude of statistical mechanics: if you don't know what to do, take an average. The only other concept that was retained, was a proper treatment of group theory. This meant that the dependence of the density operator on the velocity and angular momentum directions was carefully considered, but everything else (in particular velocity and angular momentum magnitudes) was averaged. From the directional dependence of the experimental observations, it was deduced that the density operator (or distribution function) of the gaseous system has only a limited dependence on the directions of the internal molecular angular momentum. As Professor Beenakker has discussed in his second lecture, only certain "polarizations" are important. Moreover, the theoretical calculations of this period all involved the ratio of Larmor to collision frequencies, so that the experiments should scale to be functions of $h / p$, and this was usually observed.

Yet some things did not fit, $\mathrm{O}_{2}$ being the principle counterexample. Improved experimental accuracy showed that the $H / p$ scaling just did not work! This is easily traced to the fact that there is an electron spin angular momentum as well as rotational angular momentum, and the strength of the coupling between the two must be taken into
account. Essentially, this can be interpreted as saying that there was too much averaging. The treatment [4] of $\mathrm{o}_{2}$ in 1970 began a trend to re-emphasize the role of individual molecular behaviour.

An emphasis on molecular motion necessarily complicates the treatment (since more quantities must be taken into account), while averaging simplifies the amount of calculation (fewer quantities). It is also possible to lose the description of experimental detail with too much averaging, while too detailed a description can easily make the calculation intractable. Clearly some compromise is required.

The "Qualitative Picture" is [5] an outgrowth of the detailed treatment of $\mathrm{O}_{2}$. Besides giving a simple picture by which the field dependence of gas transport properties may be understood, it has the advantage that it exactly parallels the formal solution of the Boltzmann equation and can also be immediately put into correspondence with the formal development that results from any treatment based on time correlation functions. Because of these associations, it serves as an excellent guide both to what is happening in the gas and as to what must be taken into account in any calculation. The first three lectures will describe this "Qualitative Picture" and apply it to a discussion of the field dependence of the viscosity coefficient.

The qualitative picture over-emphasizes the role of the internal state energy level structure. It is also necessary to know something about the collision processes. I will discuss what I consider is the general Boltzmann equation [6] (having only binary collisions) and some of its properties in the fourth lecture, while in the final lecture I will discuss some of the results [7] that can be obtained from an organization and approximate evaluation of the collision rates. The role of collisions can be divided into two classes, the relaxation rates and the production processes. The latter are defined as the collision processes coupling the velocity and angular momentum directions. While in the decade before the "Qualitative Picture", a small number of relaxation times and production rates were used in explaining the experiments, the detailed dependence of the collision rates on, in particular, the angular momentum magnitude j, has recently led to a much better agreement between data obtained from different experiments. Professor Beenakker has discussed [l] some of this work. I will discuss the j dependence of the collision processes from the viewpoint of the Distorted Wave Born Approximation, and this does seem to be in agreement with at least some of the experimental data.
II. THE ROLE OF FREE MOLECULAR MOTION

### 2.1. Qualitative Picture

Elementary notions of gas phase transport are based on the mean free path picture. In this, transport occurs by free motion between collisions and the collisions act as disruptive processes for the transport. It is also part of the usual treatment, that collisions occur sufficiently often and that the mean free path is short enough, that the gas may be considered to be in local thermodynamic equilibrium. Knudsen effects occur if this latter condition is not fulfilled and I will not discuss such effects.

To calculate the transport due to a mean free flight, it is customary to visualize two planes lying a mean free path " $\ell$ " apart, with their common normal direction 0 (a unit vector) along the direction of transport. The planes have averages, $\langle B\rangle$ and $\langle B\rangle+\Delta\langle B\rangle$, of the molecular property (quantum mechanical observable) $B$ being transported. Since a third of the molecules can be thought to be moving normal to the planes with an average speed $\bar{c}$, and since there are $n$ molecules per unit volume, the amount of $B$ transported from one plane to the other is

$$
\begin{equation*}
B \text { transported }=\frac{1}{3} n \bar{c} \Delta\langle B\rangle=\frac{1}{3} n \bar{c} \ell(d\langle B\rangle / d u) \text {. } \tag{1}
\end{equation*}
$$

Expressed in terms of the gradient $d\langle B\rangle / d u$ of $B$, this gives a transport coefficient

$$
\begin{equation*}
\eta=\frac{1}{3} n \bar{c} \ell=\frac{1}{3} n^{-2} \tau \tag{2}
\end{equation*}
$$

which is more conveniently expressed in terms of the mean free time
$\tau \equiv \ell / \bar{c}$ rather than in terms of $l$. Most transport coefficients (the Diffusion coefficient is the major exception) are density independent because of two compensating effects. With increased density, more molecules are doing the transporting, while each molecule travels a smaller distance because of the increased frequency of collisions (more disruptions); mathematically this is expressed by relating $\tau^{-1}$ to an effective collision cross-section $\boldsymbol{\sigma}^{6}$ according to

$$
\begin{equation*}
\tau^{-1}=n\langle v\rangle_{r e l} \sigma^{\top} \tag{3}
\end{equation*}
$$

where $\langle v\rangle_{r e l}$ is the average relative speed of two molecules. For the viscosity, $\overline{\mathrm{c}}^{2}$ should be replaced by the root mean square speed, compare Eq. (48).

It is a tacit assumption in the derivation of Eq. (2) that a molecule, on moving from one plane to the other, decreases the amount of $B$ in one plane by $\Delta\langle B\rangle$ and increases the other by $\Delta\langle B\rangle$. That is, $B$ is a constant of the free motion and there is thus a transport of $\Delta\langle B\rangle$ between the planes. This is true for mass, momentum and energy but not true for most properties - in particular for an angular momentum (vector) $\underset{\sim}{\mathcal{J}}$ in a magnetic field $\underset{\sim}{H}=H Z$ directed, for convenience of presentation, along the $\hat{\mathbf{z}}$ axis. If, in particular, the average angular momentum $\langle\underset{\sim}{J}\rangle$ is directed along the $\hat{x}$ axis in one plane, a molecule having this average angular momentum will have, at time $t$ later during its free flight, the precessed angular momentum

$$
\begin{equation*}
\langle J\rangle(t)=\left\langle J_{x}\right\rangle(0)[\hat{y} \cos \omega t+\hat{y} \sin \omega t] \tag{4}
\end{equation*}
$$

where $\boldsymbol{\omega}$ is the Larmor precession frequency $\boldsymbol{\gamma} \boldsymbol{\gamma}, \boldsymbol{\gamma}$ being the gyromagnetic ratio. For planes a distance " $\ell$ " apart, the angular momentum reaching the second plane has the same initial magnitude but has been rotated by an angle $\boldsymbol{\omega} \boldsymbol{\tau}$ around the field direction. Thus the transport of angular momentum should be modified by the directional factor in Eq. (4), in order to take into account the precessional motion. Note firstly that these effects depend on direction, for example, the $\hat{\mathbf{z}}$ component of the angular momentum does not precess, but secondly, that if $\omega \boldsymbol{\tau} \gg 1$, then the exact value of $\tau$ is very important to determine exactly what direction the angular momentum has when it arrives at the second plane. Such a sensitive behaviour is contrary to the statistical nature of the treatment. There is an easy remedy for this latter defect once it is realized that $\mathcal{\tau}$ is a mean free time and after all, different molecules have different free times between collisions, and hence different amounts of precession. One should take the average effect of the precession obtained, by averaging over the distribution of free times. Elementary arguments lead to a Poisson distribution [8]

$$
\begin{equation*}
P(t)=\tau^{-1} \exp (-t / \tau) \tag{5}
\end{equation*}
$$

of free times which implies that an $\hat{\mathbb{*}}$ directed angular momentum in one plane give rise to a resultant arriving angular momentum of

$$
\left\langle J_{n}\right\rangle_{\text {arrival }}=\left\langle J_{x}\right\rangle_{\text {leaving }} \int_{0}^{\tau} P(t)[\hat{x} \cos \omega t+\hat{y} \sin \omega t] d t
$$

$$
\begin{equation*}
=\left\langle J_{x}\right\rangle_{\text {leaving }}\left[\frac{\hat{x}}{1+\omega^{2} \tau^{2}}+\frac{\hat{y} \omega \tau}{1+\omega^{2} \tau^{2}}\right] \tag{6}
\end{equation*}
$$

The averaging of the precessional motion does two things. First of all, the total magnitude of the arriving angular momentum is less than that leaving the first plane according to

$$
\begin{align*}
\left|\left\langle J_{\sim}\right\rangle_{\text {arrival }}\right| & =\left[\left\langle J_{x}\right\rangle_{\text {arr. }}^{2}+\left\langle J_{y}\right\rangle_{\text {arr. }}^{2}\right]^{1 / 2} \\
& =\left|\left\langle J_{x}\right\rangle_{\text {leaving }}\right|\left(1+\omega^{2} \tau^{2}\right)^{-1 / 2}, \tag{7}
\end{align*}
$$

while secondly, the effective precession angle $\boldsymbol{\alpha}_{\text {prec }}$ is

$$
\begin{equation*}
\alpha_{\text {prec. }}=\arctan \omega \tau \tag{8}
\end{equation*}
$$

and has a maximum of $90^{\circ}$ in magnitude. These effects are demonstrated in Table $I$.

## TABLE I

## EFFECT OF AVERAGING THE PRECESSION

$\langle\dot{\sim}\rangle_{\text {leaving }}=\hat{x}$ (unit angular momentum in the $\hat{x}$ direction) $\omega \tau \quad\left\langle J_{x}\right\rangle$ arr. $\left\langle J_{y}\right\rangle$ arr. $|\langle J\rangle \operatorname{arr}.| \quad \alpha_{\text {prec. }}$

| 0 | 1 | 0 | 1 | 0 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $1 / 2$ | $1 / 2$ | $(2)^{-1 / 2}$ | $45^{\circ}$ |
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$$
1 / 101 \sim 10^{-2} \quad 10 / 101 \sim 10^{-1} \quad(101)^{-1 / 2} \sim 10^{-1} \quad 84^{0}
$$

$\infty$
0
0
$0 \quad 90^{\circ}$

I could spend a great deal of time discussing the implications of this simple result but let me comment at this stage on only four things:
(i) The precessional effects are governed by the quantity $\omega \boldsymbol{\omega}$ which is the ratio of Larmor to collision frequencies and thus experimentally dependent on the ratio $\mathrm{H} / \mathrm{p}$, first observed by Senftleben in 1930.
(ii) The direction of precession depends on the sign of $\boldsymbol{\omega}$, hence on the sign of the gyromagnetic ratio. This has been used to experimentally [9] verify the theoretically predicted signs of $\boldsymbol{\gamma}$.
(iii) The decrease in angular momentum magnitude is not a relaxation effect but rather due to a randomization or dephasing of the angular momentum directions. We prefer to call it "phase randomization" This association arises from the mathematical treatment which I will discuss presently.
(iv) In this picture, the collisions are field independent and merely act as disruptions of the transport processes. This is in contrast to the earlier literature (in particular Gorter's picture [10] ), in which stress is given to the orientation of the colliding molecules. The present picture is in agreement with the formal methods of treating these phenomena and the rationalization of field independence of collision processes is usually based on the fact that the Zeeman energies associated with the Larmor precession are negligible in comparison with the thermal energies that are available during collisions.

### 2.2 Generalization and Mathematical Formulation

For dilute gases, all observables of interest are one-molecule observables $B$ and their expectation values are obtained by tracing with the (time dependent - that is - Schrödinger picture) singlet density operator $P(t)$, namely

$$
\begin{equation*}
\langle B\rangle(t)=\operatorname{Tr} \rho(t) B \tag{9}
\end{equation*}
$$

Neglecting collisions for the present discussion, $P(t)$ evolves in time according to the von Neumann (or quantum Liouville) equation

$$
\begin{equation*}
i \frac{\partial P}{\partial \tau}=\mathcal{L} P \equiv \frac{1}{\hbar}(N P-P H) \tag{10}
\end{equation*}
$$

Here $\mathcal{F}$ is the hamiltonian for one molecule and $\mathcal{L}$ is the superoperator [ll] (that is, operator acting on operators) defined as the "commutator of $\mathrm{H} / \mathrm{h}$ with", namely

$$
\begin{equation*}
\mathcal{L}_{\mathrm{A}} \equiv\left(\mathcal{H}_{\mathrm{A}}-\mathrm{A} \boldsymbol{H}\right) / \hbar \tag{11}
\end{equation*}
$$

The insertion of $\hbar^{-1}$ at this point is convenient in that $\mathcal{L}$ now has the units of inverse time.

If one now visualizes one plane of our gas as having expectation value $\langle B\rangle$, then a molecule leaving this plane with this value of $B$ will arrive at a plane a mean free path away with $\langle B\rangle$ modified by free motion according to

$$
\begin{align*}
& \int_{0}^{\infty} P(t)\langle B\rangle(t) d t=\int_{0}^{\infty} P(t) \operatorname{Tr} \rho(t) B d t \\
= & \int_{0}^{\infty} P(t) \operatorname{Tr}[\exp (-i \mathcal{L} t) \rho] B d t \\
= & \int_{0}^{\infty} P(t) \operatorname{Tr} \rho \exp (i \mathcal{L} t) B d t \\
= & \left\langle(1-i \mathcal{L} \tau)^{-1} B\right\rangle . \tag{12}
\end{align*}
$$

I will thus interpret the factor ( $1-i \mathcal{L} \boldsymbol{\tau})^{-1}$, which arises in calculating transport properties by formally solving the Boltzmann equation, as arising from free motion between collisions. Here, I first want to discuss the properties of this "phase randomization factor".

It is convenient to consider operators which are eigenoperators of $\mathcal{L}$. If $|m\rangle,|n\rangle$ are eigenvectors of $\mathcal{H}$, with energies $\boldsymbol{\varepsilon}_{\mathrm{m}}$ and $\varepsilon_{n}$ respectively, then $\theta_{m n}=|m\rangle\langle n|$ is an eigenoperator of $\mathcal{L}$ with eigenvalue $\omega_{m n}=\hbar^{-1}\left(\varepsilon_{m}-\varepsilon_{n}\right)$ according to

$$
\begin{equation*}
\mathcal{L} \theta_{m n}=\hbar^{-1}[h|m\rangle\langle n|-|m\rangle\langle n| H]=\omega_{m n} \theta_{m} . \tag{13}
\end{equation*}
$$

Any observable can be expanded in terms of this set of operators $\boldsymbol{\theta}_{\mathrm{mn}}$. The expectation value of $\boldsymbol{\theta}_{\mathrm{m}}$ is the matrix element

$$
\begin{equation*}
\left\langle\theta_{\mathrm{mn}}\right\rangle=\operatorname{Tr} \rho \theta_{\mathrm{mn}}=\langle\mathrm{n}| \rho|\mathrm{m}\rangle=\rho_{\mathrm{nm}} \tag{14}
\end{equation*}
$$

of the density operator, so that free motion modifies the matrix elements of $\rho$ according to

$$
\begin{equation*}
\rho_{n m}=\left\langle\theta_{m n}\right\rangle \rightarrow\left\langle(1-i \mathcal{L} \tau)^{-1} \theta_{m n}\right\rangle=\left(i-i \omega_{m n} \tau\right)^{-1} \rho_{n m} . \tag{15}
\end{equation*}
$$

Note firstly the order of indices, $\omega_{m n}$ versus $\rho_{n m}$ and secondly that if $m=n$, then $\omega_{n n}=0$ and thus that the diagonal elements
of $P$ are unaffected by the free motion. If the energy level spacing is large enough so that $\omega_{m n} \tau \ggg$ for all $n \neq m$, then

$$
\begin{equation*}
\left|\left(1-i \omega_{\mathrm{mn}} \tau\right)^{-1} \rho_{\mathrm{nm}}\right|=\left[1+\left(\omega_{\mathrm{mn}} \tau\right)^{2}\right]^{-1 / 2}\left|\rho_{\mathrm{nm}}\right| \xrightarrow[\mathrm{n} \neq \mathrm{m}]{ } 0 \tag{16}
\end{equation*}
$$

and the density operator becomes diagonal. This is the usual statement of phase randomization. This is especially emphasized if the "initial" $\rho$ is a pure state with different energy components, $P_{a}=|a\rangle\langle a|$ where

$$
\begin{equation*}
|a\rangle=\sum_{m}|m\rangle c_{m} \tag{17}
\end{equation*}
$$

Now free motion modifies $\rho_{a}$ according to

$$
\begin{align*}
& \rho_{a} \rightarrow \sum_{m n}|m\rangle c_{m}\left(1-i \omega_{n m} \tau\right)^{-1} c_{n}^{*}\langle n| \\
& \tau \rightarrow \infty \sum_{m}|m\rangle\left|c_{m}\right|^{2}\langle m| \tag{18}
\end{align*}
$$

with the extreme case given when $\tau \rightarrow \infty$ and all states are non-degenerate. This is a diagonal density operator and is necessarily mixed rather than a pure state. The off-diagonal elements of $P_{a}$, in the $m$ representation, involve phase relations between the $c_{m}$ 's (another way is to say that these are coherences). The free motion randomizes these and leaves only the incoherent part of the density operator, namely the diagonal part. The intermediate stage of phase randomization, when $\boldsymbol{\omega}_{\mathrm{mn}} \boldsymbol{\tau}$ is neither 0 nor very large, will be referred to as partial phase randomization.

Now the adjoint $\theta_{\mathrm{m}}^{\boldsymbol{+}}=\theta_{\mathrm{nm}}$ of $\theta_{\mathrm{m}}$ has the negative frequency $\omega_{\mathrm{nm}}=-\omega_{\mathrm{mn}}$ and the commutator

$$
\begin{equation*}
\left[\theta_{\mathrm{m}}, \theta_{\mathrm{m} n}^{+}\right]_{-}=\theta_{\mathrm{mm}}-\theta_{\mathrm{nn}} \tag{19}
\end{equation*}
$$

is a constant of the (free) motion. The time evolution of $\theta_{m}$ involves an interconversion of the hermitian and antihermitian parts of $\theta_{\mathrm{mn}}$, or of their expectation values

$$
\begin{equation*}
P_{m n} \equiv \frac{1}{2}\left(P_{m n}+P_{n \mathrm{~m}}\right) \quad ; \quad I_{\mathrm{mn}}=-\frac{1}{2} i\left(P_{\mathrm{mn}}-P_{\mathrm{nm}}\right) \tag{20}
\end{equation*}
$$

The average effect of free motion is to lead to the relation

$$
\binom{P_{m n}}{I_{m n}}_{\text {arrival }}=\left(\begin{array}{cc}
f^{+}(\omega \tau) & f^{-}(\omega \tau)  \tag{21}\\
-f^{-}(\omega \tau) & f^{+}(\omega \tau)
\end{array}\right)\binom{P_{m n}}{I_{m n}}_{\text {leaving }}
$$

in terms of the Lorentz-Debye absorption and dispersion line shapes

$$
f^{+}(\omega \tau)=\left[1+(\omega \tau)^{2}\right]^{-1} \text { and } f^{-}(\omega \tau)=\omega \tau\left[1+(\omega \tau)^{2}\right]^{-1} \cdot(22)
$$

This is the generalization of the angular momentum, Larmor precession frequency case that was considered at the beginning of the discussion of the qualitative picture, see Eq. (6). Since $J_{+}$and $J_{-}$are eigenoperators of the Zeeman Liouville superoperator, $J_{x}$ is the hermitian and $J_{y}$ the antihermitian part of $J_{+}$. It is coincidental to the phase randomization that $J_{x}$ and $J_{y}$ have directional properties, but of course of fundamental significance experimentally. What must be stressed is that the effects of free particle motion are very far reaching and are not in general connected to any directional properties of the gas.

To continue the discussion of angular momentum, consider a quantum mechanical pure state having the angular momentum pointing along the $\hat{u}$ direction given by the spherical coordinate angles $\theta$ and $\varnothing$. It is easily shown that the $c_{m}$ of $E q$. (17) are
$c_{m}=[(2 J)!/(J+m)!(J-m)!]^{1 / 2}\left(\sin \frac{1}{2} \theta\right)^{J-m}\left(\cos \frac{1}{2} \theta\right)^{J+m} \exp (-i m \phi)$
in the equation

$$
\begin{equation*}
|J \theta \phi\rangle=\sum_{m=-J}^{J}|J m\rangle c_{m}(\theta, \phi) \tag{24}
\end{equation*}
$$

Complete phase randomization leads to

$$
\begin{equation*}
P_{\text {phase random. }}=\sum_{m=-J}^{J}|J m\rangle\left|c_{m}\right|^{2}\langle J m| \tag{25}
\end{equation*}
$$

with angular momentum expectation value

$$
\begin{align*}
\langle J\rangle & =\operatorname{Tr} \underset{\sim}{J} P_{\text {phase random }} \\
& =\hat{z} \sum_{m=-J}^{J} m\left|c_{m}\right|^{2} \\
& =J \cos \hat{Z} \tag{26}
\end{align*}
$$

That is, only the component of the angular momentum parallel to the field axis has remained after complete phase randomization; this is the only part that has zero frequency.

### 2.3. Implications

Two important consequences are obtained from this discussion. First, free motion and partial phase randomization can give rise to external field and pressure dependent phenomena, as is exemplified by the Senftleben effects. This is discussed in my subsequent lecture. Seconđly, if the separation of two energy states is large compared to $\hbar / \tau$, then (off-diagonal) matrix elements of $P$ between these two states will be relatively unimportant. This has very important consequences in any theoretical calculation, for it serves as a guide to what terms one can ignore and so increase the efficiency of one's calculation.
III. FIELD DEPENDENCE OF THE VISCOSITY

The discussion here is limited to situations in which the Navier Stokes equations and the Chapman Enskog method are applicable. This means that the gas is, first of all, dilute enough that only binary collisions are important, and secondly, dense enough so that there is a sufficient collision rate to maintain local equilibrium. Lack of the first would mean that there is little if any free motion and we could not use the Boltzmann equation as the starting point, while lack of the second means that a separation into kinetic and hydrodynamic effects is not possible and consequently that the properties of the whole gas must be solved all together.

Between these two extremes there is a region in which we can treat the gas as linearly perturbed from local equilibrium and, because of this linearity, the results can be compared with those of linear response theory.

### 3.1. Formal Expression for the Viscosity Coefficient

Local equilibrium means that in each macroscopically small part of the gas, the properties of the gas are describable in terms of a local temperature $T(x, t)$, number density $n(\underset{N}{N}, t)$ and stream velocity $\underset{\sim}{\mathrm{N}} \mathrm{O}_{\mathrm{N}}(\underset{\sim}{r}, \mathrm{t})$ at position $\underset{\sim}{r}$ and time t . Correspondingly, there is a local equilibrium (Maxwell-Boltzmann) density operator for the system

$$
\begin{equation*}
\mathrm{f}^{(0)}=\frac{\mathrm{n}}{(2 \pi \mathrm{mkT})^{3 / 2} Q} \exp \left(-W^{2}-H_{i n t} / k T\right) \tag{27}
\end{equation*}
$$

Here $k$ is Boltzmann's constant, $Q$ is the internal state partition function $Q=\operatorname{Tr} \exp \left(-\boldsymbol{\|}_{\text {int }} / \mathrm{kT}\right)$ defined in terms of the internal state hamiltonian $\mathcal{K}_{\text {int }}$ while $\underset{\sim}{W}$ is the reduced peculiar velocity of a molecule

$$
\begin{equation*}
\underset{\sim}{W}=(m / 2 k T)^{1 / 2}\left(\underset{\sim}{v}-{\underset{\sim}{0}}_{0}\right) \equiv(m / 2 k T)^{1 / 2} \underset{\sim}{\underset{\sim}{v}} . \tag{28}
\end{equation*}
$$

Actually, as given, $f^{(0)}$ is a density operator in internal states but a Wigner [12] distribution function in the translational degrees of freedom, see also part IV of this set of lectures. One has the immediate relations ( $\underset{\sim}{p}=\mathrm{mv}$ )

$$
\begin{align*}
& n(\underset{\sim}{r}, t)=\operatorname{Tr} \int f^{(0)} d \underset{\sim}{p}  \tag{29a}\\
& v_{0}(\underset{\sim}{r}, t)=n^{-1} \operatorname{Tr} \int \underset{\sim}{v} f^{(0)} d \underset{\sim}{p}  \tag{29b}\\
& \frac{3}{2} n(\underset{\sim}{r}, t) k T(\underset{\sim}{r}, t)=\operatorname{Tr} \int \nmid 2 \mathrm{mV}^{2} f^{(0)} d \underset{\sim}{p} \tag{29c}
\end{align*}
$$

which also serves to define the normalization, the trace being over the internal states. It is also required that the true Wigner distribution function-density operator $f$ satisfy these three equations, thus that $n, \mathbb{V}_{0}$ and $T$ are the local density, stream velocity and temperature

Now $f$ evolves in time due to the free motion of the molecules between collisions, and also due to binary collisions. This can be formulated as

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\underset{\sim}{v} \cdot \frac{\partial f}{\partial \underset{\sim}{r}}+i \mathcal{L}_{f}=\frac{\partial f}{\partial t} \operatorname{coll} \tag{30}
\end{equation*}
$$

The form of the collision term is left unspecified at this stage but will be discussed in part IV. Otherwise, there are two types of free particle motion, one is the streaming due to the molecular velocities while the other is due to the internal state changes. Here $\mathcal{L}$ is the Liouville operator, contrast Eq. (11), associated with the internal state hamiltonian

$$
\begin{equation*}
\mathcal{L}_{\mathrm{A}}=\left(\mathcal{H}_{\text {int }} \mathrm{A}-\mathrm{A} H_{\text {int }}\right) \hbar^{-1}, \tag{31}
\end{equation*}
$$

while the translational hamiltonian has led to the streaming term. Since particle density (consider only a one component gas), momentum and energy are collisionally conserved quantities, their expectation values evolve according to the equations of:
continuity

$$
\begin{equation*}
\partial n / \partial t+\nabla \cdot\left(n \underset{\sim}{v_{0}}\right)=0 \tag{32}
\end{equation*}
$$

momentum balance

$$
\begin{equation*}
\partial\left(n \mathrm{~nm}{\underset{\sim}{0}}_{0}\right) / \partial t+\nabla \cdot\left(n m{\underset{\sim}{x}}_{0}{\underset{\sim}{0}}_{0}+\underset{\sim}{\mathrm{P}}\right)=0 \tag{33}
\end{equation*}
$$

where $\underset{\sim}{\mathbb{Z}}$ is the conductive momentum flux or pressure tensor

$$
\begin{align*}
\underset{\sim}{P} & =\operatorname{Tr} \int m \underset{\sim}{V} \underset{\sim}{V} \mathrm{~d} \underset{\sim}{p} \\
& =2 k T \operatorname{Tr} \int \underset{\sim}{\mathbb{W}} \underset{\sim}{\mathbb{W}} \underset{\sim}{d} \underset{\sim}{p} \tag{34}
\end{align*}
$$

and an energy balance equation which $I$ will not display.
It follows from the form of the streaming term in the Boltzmann equation, that if $f$ is position dependent (that is, the gas is inhomogeneous), then $f$ cannot be of Maxwell-Boltzmann form. Hence inhomogeneities attempt to make $f$ to be of non Maxwell-Boltzmann form, while collisions try to bring everything back to local equilibrium. A steady state is reached with $f$ deviating fractionally from $f^{(0)}$ according to

$$
\begin{equation*}
f=f^{(0)}(1+\phi) \tag{35}
\end{equation*}
$$

and $\phi$ is linear in the macroscopic gradients, namely $\nabla n, ~ \nabla V_{0}$ and $\nabla$ T. In this approximation, the pressure tensor is given by

$$
\begin{equation*}
\underset{\approx}{P}=n k T \underset{\approx}{U}+\underset{\approx}{T} \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
\underset{\sim}{T}=2 k T \operatorname{Tr} \int \underset{\sim}{W} \underset{\sim}{W} f^{(0)} \phi d \underset{\sim}{p} \tag{37}
\end{equation*}
$$

is the viscous pressure tensor, also linear in the gradients, $\underset{\sim}{\mathbb{U}}$ is the unit second rank tensor, $U_{x x}=U_{y y}=U_{z z}=1$, all the other six components being zero and nikT is the local equilibrium pressure.

A consistent expansion of the Boltzmann equation to terms linear in the spatial gradients leads to the equation
$X \equiv 2\left[W^{2}\right):\left[-\nabla_{v_{0}}\right]^{2}-\left[\left(\frac{2}{3}-\frac{k}{C_{v}}\right)\left(w^{2}-\frac{3}{2}\right)-\frac{\boldsymbol{H}_{i n t}-\left\langle\boldsymbol{H}_{i n t}\right\rangle}{C_{v}{ }^{I}}\right] \nabla \cdot v_{0}$
$+V\left[W^{2}-\frac{5}{2}+\frac{H_{i n t}-\left\langle H_{i n t}\right\rangle}{k T}\right] \cdot(-\nabla \ln T)=(R+i \mathcal{L}) \phi$.
Here $\mathbb{R}$ is a linearized collision superoperator whose detailed form is discussed in part $V$ while $C_{V}$ is the molecular heat capacity per unit volume. It should be noted that since both $\phi$ and the streaming term $\underset{\sim}{V} \cdot \nabla f$ are linear in the gradients, there is no term in Eq. (38) involving $\underset{\sim}{\underset{\sim}{x}} \cdot \boldsymbol{\nabla} \boldsymbol{\phi}$. In contrast, $\mathcal{L}$ is a free motion term that does not involve gradients so $\mathcal{L} \phi$ is linear in the spatial gradients and does appear in this equation. The symmetric traceless part $[\ldots]^{(p)}$ of a pth rank tensor has been used previously by Professor Beenakker in his lectures. This division of the dyad $\mathbb{W} \mathbb{W}$ into traceless

$$
\begin{equation*}
[\underset{\sim}{W}]^{(2)}=\underset{\sim}{W} \underset{\sim}{W}-\frac{1}{3} W^{2} \underset{\sim}{\mathbb{\sim}} \tag{39}
\end{equation*}
$$

and trace $\frac{1}{3} W^{2} \approx$ parts corresponds physically to the distinction between shear and bulk viscosity, while mathematically it is associated with the reduction under the 3-dimensional rotation group SO(3) to irreducible representations[13] of dimensions 5 and 1 respectively - note that of the 9 components in a second rank symmetric traceless tensor only 5 are independent.

The formal solution of Eq. (38) is

$$
\begin{equation*}
\phi=\left(R+i \mathcal{L}^{( }\right)^{-1} x \tag{40}
\end{equation*}
$$

provided that the inverse exists. In general it does not, since mass, momentum and energy are null eigenoperators of both $\mathbb{R}$ and $\mathcal{L}$. However, within the requirement that $\phi$ does not contribute to $n, \sim_{0}$ and T [Eqs. (29) are satisfied by both $f^{(0)}$ and $f$ ] the inverse $\left(\mathbb{R}+i \mathcal{L}^{\mathcal{L}}\right)^{-1}$ exists in the subspace orthogonal to these collisionally conserved quantities (usually referred to as the summational invariants). On dividing up the viscous pressure tensor, $\mathbb{T}$ of Eq . (37), into traceless and trace parts, the former is given by

$$
\begin{align*}
\pi^{(2)}= & 2 k T \operatorname{Tr} \int[W]^{(2)} f^{(0)} \phi d \underset{\sim}{p} \\
= & \left.2 n k T\left\langle[\underset{\sim}{W}]{ }^{(2)} \mid \phi\right\rangle\right\rangle \\
= & 2 \eta:\left[-\nabla{\underset{\sim}{v}}_{0}\right]^{(2)}+\mathcal{L}_{\pi}^{(20)}\left(-\nabla \cdot{\underset{\sim}{0}}_{0}\right) \\
& \mathcal{L}_{\pi q}^{(2)} \cdot(-\nabla \ln T) \tag{41}
\end{align*}
$$

in terms of a fourth rank shear viscosity coefficient

$$
\begin{equation*}
\left.\left.\eta=n k T 《<\sqrt{2}[w]^{(2)}\left|(R+i \mathcal{L})^{-1}\right| \sqrt{2}[W]^{(2)}\right\rangle\right\rangle \tag{42}
\end{equation*}
$$

and second and third rank tensors [14] $\int_{\pi \pi}^{(20)}, \mathcal{N}_{\pi}^{(2)}$ for the cross effects between bulk and shear viscosities and between heat conductivity and shear viscosity. These latter vanish in the absence of a field since the gas is then isotropic. Parity forbids a magnetic field to couple heat conductivity and viscosity but this coupling is possible in an electric field. Only the shear viscosity will be discussed further so only its detailed formula has been given.

It is convenient at this stage to introduce the inner product of two operators

$$
\begin{equation*}
\langle A \mid B\rangle\rangle=\operatorname{Tr} \int A^{t t} n^{-1} f_{f}^{(0)} B d p \tag{43}
\end{equation*}
$$

This requires the operator adjoint ${ }^{\dagger}$ and tensor transpose ${ }^{t}$ of the quantity $A$ so that this definition is general enough to treat tensor valued quantities $A, B$, which are simultaneously operators in internal state space and functions of velocity. However the form of inner product given assumes that $A$ and/or $B$ commutes with $f^{(0)}$ (as internal state operators) which can be shown to be sufficient for the present purpose but can easily be (and must be) generalized if this condition is not satisfied. The double ket $\mid \gg$ notation was, as far as $I$ know, first introduced by Baranger [15] in pressure broadening studies. The quantity $\sqrt{2}[W]^{(2)}$ is normalized in the sense that

$$
\begin{equation*}
\left.\left\langle\sqrt{2}[\mathbb{W}]^{(2)} \mid \sqrt{2}[\mathbb{W}]^{(2)}\right\rangle\right\rangle=\mathbb{E}^{(2)} \tag{44}
\end{equation*}
$$

where $\mathrm{E}^{(2)}$ is the fourth rank tensor which acts as the identity (projection operator) for symmetric traceless second rank tensors, that is, under double-dot contraction (always of adjacent indices), any symmetric traceless second rank tensor $T^{(2)}$ satisfies

$$
\begin{equation*}
E^{(2)}: T^{(2)}=T^{(2)} \tag{45}
\end{equation*}
$$

which requires in particular that $\mathrm{E}^{(2)}$ is idempotent

$$
\begin{equation*}
E^{(2)}: E^{(2)}=E^{(2)} \tag{46}
\end{equation*}
$$

This is sufficient information for its explicit calculation which implies that it can be written

$$
\begin{equation*}
\left(E^{(2)}\right)_{i j k l}=\frac{1}{2}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)-\frac{1}{3} \delta_{i j} \delta_{k l} \tag{47}
\end{equation*}
$$

If $\mathcal{L}=0$, this would be expected for a gas of monatomic molecules, and $Q^{-1}$ is written as a collision time $\tau$, then the viscosity tensor is

$$
\begin{align*}
\eta & \left.=n k T\left\langle\sqrt{2}[\underset{\sim}{W}]^{(2)}\right| \tau\left|\sqrt{2}[\underset{\sim}{W}]^{(2)}\right\rangle\right\rangle \\
& =n k T \tau E^{(2)}=\bar{\eta} E^{(2)} \tag{48}
\end{align*}
$$

and the shear pressure tensor is

$$
\begin{equation*}
\Pi^{(2)}=2 \bar{n}\left[-\nabla_{V_{0}}\right] \tag{49}
\end{equation*}
$$

in terms of one scalar shear viscosity coefficient $\bar{\eta}=n k T \tau$. An estimate of $\tau$, as calculated from intermolecular forces and binary collisions, is that $1 / \tau$ is a matrix element of $R$, namely

$$
\begin{equation*}
\left.1 / \tau \quad E^{(2)}=\left\langle\left\langle\sqrt{2}[W]^{(2)}\right| R \mid \sqrt{2}[W]^{(2)}\right\rangle\right\rangle \tag{50}
\end{equation*}
$$

or on contracting the tensorial indices

$$
\begin{equation*}
\left.{ }^{1} / \tau=\frac{1}{5}\left\langle\left\langle\sqrt{2}[\underset{\sim}{W}]^{(2)}\right|: R \mid \sqrt{2}[\underset{\sim}{W}]^{(2)}\right\rangle\right\rangle \tag{51}
\end{equation*}
$$

which indicates a double-dot contraction between the two velocity tensors after calculating the matrix element of $R$. The approximation made in going from Eq. (48) to Eq. (50) is to demand the equality

$$
\begin{align*}
& \frac{1}{5}\left\langle\left\langle\sqrt{2}[x]^{(2)} \mid: R^{-1} \sqrt{2}[w]^{(2)}\right\rangle=\right. \\
& \left.\frac{1}{5}\left\langle\left\langle\vec{E}[W]^{(2)}\right|: R \mid \overrightarrow{P^{1}}[W]^{(2)}\right\rangle\right\rangle^{-1} \tag{52}
\end{align*}
$$

which is an interchange of the order of taking the inverse and matrix element of $R$. That this is an excellent approximation ( $\sim 5 \%$ error) when calculating the viscosity of monatomic gases, is well known [16].

This is equivalent to a one-moment approximation to the perturbation function $\phi$, see also the discussion by Professor Beenakker.

Before ending this discussion of the formal expression for the viscosity, I will make some connection with time correlation function theory. Within a dilute gas framework and a one-molecule picture, an observable evolves in time according to

$$
\begin{equation*}
B(t)=\exp [-(R-i \mathcal{L}) t] B(0) \tag{53}
\end{equation*}
$$

which accounts for its free particle evolution (given by $\mathcal{L}$ ), and due to collisions. Eq. (42) for the viscosity can be recognized as the time integral

$$
\begin{align*}
\eta & \left.=n k T\left\langle\left\langle\sqrt{2}[W]^{(2)}\right|(R+i \mathcal{L})^{-1} \mid \sqrt{2}[W]^{(2)}\right\rangle\right\rangle \\
& \left.=n k T\left\langle(R-i \mathcal{L})^{-1} \sqrt{2}[W]^{(2)} \mid \sqrt{2}[W]^{(2)}\right\rangle\right\rangle \\
& =n k T \int_{0}^{\infty}\left\langle\sqrt{2}[W]^{(2)}(t) \sqrt{2}[W]^{(2)}(0)\right\rangle d t \tag{54}
\end{align*}
$$

of nkT times the autocorrelation function of $\sqrt{2}[W]{ }^{(2)}$. The same result can be obtained if one starts from an N-particle picture and makes a binary collision expansion of the resulting resolvents. Note also the interplay of Heisenberg and Schrödinger pictures with operator adjoints to get the phase factors correct. $\left(R_{+} i \mathcal{L}\right)^{-1}$ appears in Eq. (42), but ( $\left.1-i \mathcal{L}^{\tau}\right)^{-1}$ appears in Eq. (12). $\mathcal{L}$ is automatically a self-adjoint superoperator in the inner product defined by Eq. (43), while to obtain Eq. (54), it has tacitly been assumed that $R$ is self-adjoint. This is not strictly valid, as will be mentioned later.

### 3.2. The Simple Case of $\mathbb{N}_{2}$ in a Magnetic Field

At room temperature $\mathbb{N}_{2}$ can be considered to be in its ground electronic and vibrational state. On the basis that the nuclear spins are only very weakly coupled to the rotational states, these will be ignored. The remaining internal state Hamiltonian is for rotational and Zeeman effects, and is written as

$$
\begin{equation*}
\mathcal{H}_{i n t}=B j(j+1)-\boldsymbol{\gamma}_{\underset{\sim}{H}}^{\underset{\sim}{H}} \cdot \underset{\sim}{J} \hbar, \tag{55}
\end{equation*}
$$

where the possible consequences of centrifugal distortion, etc. are here ignored. As a matter of fact they would have only secondary effects. Since $B\langle j\rangle \hbar^{-1} \simeq 3 \times 10^{14} \mathrm{sec}^{-1}$ for $\mathrm{N}_{2}$ while the mean free time is roughly $6 \times 10^{-13} \mathrm{sec}$. at atmospheric pressure, it is seen that any frequency associated with different $j$ levels will be complete. ly phase randomized at all pressures less than atmospheric. This means that $\phi$ may be accurately approximated as being diagonal in $j$. Now $\mathcal{L}$ consists of two terms, one due to Bj $(j+1)$ and the other associated with the Zeeman hamiltonian. If $\phi$ is diagonal in $j$, then the first part of $\mathcal{L}$ does not affect $\phi$, see Eq. (38), so that in the expression, Eq. (42), for the viscosity, only the Zeeman part, $\mathcal{L}_{Z}$ of $\mathcal{L}$ needs to be retained, but there is then the implicit requirement that $\left(\mathbb{R}+\mathrm{i} \mathcal{L}_{\mathrm{Z}}\right)^{-1} 2[\underset{\sim}{W}]^{(2)}:\left[-\nabla_{\mathrm{V}_{0}}\right]^{(2)}=\phi$ be diagonal in J magnitude. The important fact is that there is no $B$ dependence in the resolvent $\left(R+i \mathcal{L}_{Z}\right)^{-1}$. If $\boldsymbol{Q}$ is now approximated as an average collision rate $I / \tau$ times the identity, as in Eq. (50), then the viscosity tensor is given by

$$
\begin{equation*}
\left.\underset{\sim}{n}=\operatorname{nkT} \tau\left\langle\left\langle\sqrt{2}[\underset{\sim}{W}]^{(2)}\right|\left(1+i \mathcal{L}_{Z} \tau\right)^{-1} \mid \sqrt{2}[\underset{\sim}{W}]^{(2)}\right\rangle\right\rangle \tag{56}
\end{equation*}
$$

which shows a phase randomization factor. Moreover, since $\mathcal{L}_{Z}$ is proportional to $H$ and $\tau$ to $1 / p$, it is seen that the viscosity is dependent on pressure (or density) only in the combination of $\mathrm{H} / \mathrm{p}$, namely $\underset{\sim}{n}(H / p)$. This should be contrasted to the possible dependence on $H / p$ and $B / p$ if the $B j(j+I)$ part of $\mathcal{L}$ were present. The dependence on $B / p$ has been eliminated on the basis of phase randomization! It is noticed that it is the large energy level spacings that are eliminated from the resolvent. In contrast, the Boltzmann factors in $f^{(0)}$, Eq. (27), are insensitive to the small Zeeman energies and so the Zeeman term will subsequently be eliminated from $f^{(0)}$. This has the important mathematical advantage that now $f^{(0)}$ is field independent and hence isotropic, consequently the inner product, Eq. (43) is also isotropic and this makes (3-dimensional rotation) group theoretical arguments very simple.

Although the deductions that I have stressed are correct, the simple procedure adopted in getting these from Eq. (56) just doesn't work! In Eq. (56) $\tau$ is a constant and $\mathcal{L}_{Z}[W]^{(2)}=0$, so the phase randomization factor vanishes and there is no field dependence of the viscosity! The replacement of $R$ by $1 / \tau$ is too naive! It is important that the velocity and internal state spaces be coupled and this can only occur by means of collisions. A perturbational expansion in this coupling appears to be consistent with the small ( $0.5-1 \%$ ) field
dependence of the transport coefficients and more detailed deductions, arising from a perturbational treatment, also appear to be borne out.
 internal state space, and a non-diagonal part $Q_{n d}$ that causes the coupling. An exact prescription about what separation is physically significant, has not, and most likely can never, be precisely made. The division that seems to work is based on the directional independence versus dependence, of the internal state angular momenta. There is obviously a great need for a better understanding of collision processes in order to improve our present understnading of this problem

First order terms in $Q_{n d}$ do not contribute to the viscosity since one must go from velocity space to velocity space. Hence to second order in $Q_{n d}$, the viscosity tensor is

$$
\left.\underline{n}=n k \mathbb{T} \mathbb{V}\left\langle\sqrt{2}[W]^{(2)}\right| Q_{d}^{-1}+\mathbb{R}_{d}^{-1} Q_{n d}\left(Q_{d}+i \mathcal{L}\right)^{-1} R_{n d} Q_{d}^{-1}\left|\sqrt{2}\left[W_{d}\right]^{(2)}\right\rangle\right\rangle
$$

$$
\begin{equation*}
=\bar{n} \mathbb{E}^{(2)}+\Delta n^{\text {int }} \tag{57}
\end{equation*}
$$

where $\bar{\eta}=n k T \tau$ is the viscosity due to pure velocity polarizations following Eq. (48), while the contribution from internal state polarizations is

$$
\begin{align*}
\Delta{\underset{\sim}{n}}^{i n t} & \left.=n k \mathbb{T}\left\langle\left\langle\sqrt{2}[\underset{\sim}{W}]^{(2)}\right| R_{d}^{-1} R_{n d}\left(R_{d}+i \mathcal{L}\right)^{-1} R_{n d} R_{d}^{-1} \mid \sqrt{2}{ }^{(2)}\right\rangle\right\rangle \\
& =n k \mathbb{P} \varphi^{2}\left\langle\left\langle B_{\mathbb{T}}^{i n t}\right|\left(R_{d}+i \mathcal{L}\right)^{-1} \mid B^{i n t}\right\rangle . \tag{58}
\end{align*}
$$

There are several technicalities that have been introduced here. First, when acting in velocity space, $\mathcal{L}$ vanishes so that only $R_{d}{ }^{-1}$ appears when acting on $\sqrt{2}[\underset{\sim}{W}]^{(2)}$. Second, it is $R_{d}{ }^{-1}$ rather than $R^{-1}$ that is approximated by $\tau$ when acting on $\sqrt{2}[\underset{\sim}{W}]^{(2)}$. Third, the internal state polarization is defined by

$$
\begin{equation*}
\varphi_{B^{\mathrm{int}}}=Q_{\mathrm{nd}} R_{d}^{-1} \sqrt{2}\left[W_{N}\right] \tag{59}
\end{equation*}
$$

with $\varphi$ to be a positive normalization constant, so that

$$
\begin{equation*}
\left\langle\left\langle B^{\text {int }} \mid B^{\text {int }}\right\rangle\right\rangle=\mathbb{E}^{(2)} . \tag{60}
\end{equation*}
$$

$\varphi$ thus plays the role of a coupling constant between internal state and velocity polarizations. Since the field dependence is about $1 \%$, $\varphi$ will have approximately the value $1 / 10$. Lastly, it is a property of the collision superoperator $R$ that its superoperator adjoint $\mathbb{R}^{\mp}$
is the same as the time reversed collision superoperator, $\boldsymbol{R}_{T}$. Hence it follows that $\Delta \eta^{i n t}$ involves a matrix element between $B^{i n \bar{n} t}$ and its time resersed polarization $B_{T}^{i n t}$. The consequence of this is mentioned later.

It was stated earlier that phase randomization requires that only that part of (and of $B^{\text {int }}$ ) that is diagonal in $J$ magnitude, is of appreciable size. It is convenient to take this explicitly into account in any assumed form for $\mathrm{B}^{\text {int }}$. Consistent with this, let me first consider the consequences of assuming

$$
\begin{equation*}
B^{i n t} \cong[J]^{(2)}\left\langle\frac{2}{3} \underset{\sim}{J^{2}}\left(J_{\sim}^{2}-\frac{3}{4}\right)\right\rangle^{-1 / 2} \tag{61}
\end{equation*}
$$

as has standardly been done in most of the work up to now. At the same time, $\mathcal{L}$ can be replaced by $\mathcal{L}_{Z}$ in Eq. (58). If $\mathbb{R}_{\mathrm{d}}$, acting on $\mathrm{B}^{\text {int }}$, is approximated by a collision rate $\boldsymbol{\gamma} \boldsymbol{\tau}_{\text {int }}\left(\boldsymbol{\tau}_{\text {int }}\right.$ is not the same as $\tau$ ), then one has the contribution

$$
\begin{equation*}
\left.\Delta{\underset{n}{n}}_{i n t}=n k T \tau_{i n t} \varphi^{2}\left\langle\left\langle B_{T}^{i n t}\right|\left(1+i \alpha_{Z} \tau_{i n t}\right)^{-1} \mid B^{i n t}\right\rangle\right\rangle \tag{62}
\end{equation*}
$$

to the viscosity. The field strength $H$ and the pressure p enter only in the combination $H / p$. In the absence of a field, the total viscosity tensor becomes scalar ( $\eta_{n}=\eta \mathrm{E}^{(2)}$ ) with scalar viscosity coefficient

$$
\begin{equation*}
\eta=\bar{\eta}+n k T \tau_{i n t} \phi^{2}=n k T\left(\tau+\tau_{i n t} \varphi^{2}\right) \tag{63}
\end{equation*}
$$

The field dependence of the viscosity is governed by the properties of the Zeeman superoperator $\mathcal{L}_{Z}$. Let us now look at its structure $\cdot \mathcal{L}_{Z}$ is effectively the commutator $\mathcal{g}_{z}$ of $J_{z}$, namely

$$
\begin{equation*}
\mathcal{L}_{Z} A=-\boldsymbol{\gamma}_{H}\left[J_{Z}, A\right]_{-}=\omega\left[J_{Z}, A\right]_{-} \equiv \omega \mathcal{V}_{Z} A \tag{64}
\end{equation*}
$$

and it is convenient to recognize that the superoperator $f_{z}$ is the rotation generator, about the 8 -axis (field direction), for angular momentum operators. In a magnetic field, the symmetry group of the system is $C_{\infty}$ (actually $C_{\infty}$ ) and the viscosity should be classified under this group rather than under the full rotation group SO(3). The 5-dimensional irreducible representation of $\mathrm{SO}(3)$ to which [W] ${ }^{(2)}$, $[J]^{(2)}$ and the shear viscosity belong are completely reduced to five l-dimensional irreducible representations of $C_{\infty}$. This is of course exactly equivalent to the five spherical harmonics $Y^{(2) \mu}$, but in Cartesian form [13]. The effect of $X_{z}$ on an irreducible component $[J]^{(2) \mu}$ of $[J]^{(2)}$ is

$$
\begin{equation*}
\gamma_{z}[J]^{(2) M}=\mu[J]^{(2) M} \tag{65}
\end{equation*}
$$

while there exists a basis ${\underset{\sim}{c}}^{(2) \mu}$ of second rank symmetric traceless tensors satisfying

$$
\begin{equation*}
[J \sim]^{(2) \mu}=[J]^{(2)}:{\underset{\sim}{e}}^{(2) \mu} \tag{66}
\end{equation*}
$$

Explicitly these are

$$
\begin{align*}
& {\underset{\sim}{e}}^{(2) \pm 2}=-\frac{1}{2}(\hat{x} \pm i \hat{y})(\hat{x} \pm i \hat{y}),  \tag{67a}\\
& {\underset{\sim}{e}}^{(2) \pm 1}= \pm \frac{1}{2}[(\hat{x} \pm i \hat{y}) \hat{z}+\hat{z}(\hat{x} \pm i \hat{y})] \tag{67b}
\end{align*}
$$

and

$$
\begin{equation*}
{\underset{\sim}{e}}^{(2) 0}=-\left(\frac{3}{2}\right)^{1 / 2}\left(\hat{z} z-\frac{1}{3} \underset{\sim}{\underset{\sim}{U}}\right), \tag{67c}
\end{equation*}
$$

which are in natural phase according to Condon and Shortley [17] and obey the relations

$$
\begin{align*}
& \left({\underset{\sim}{e}}^{(2) \mu}\right)^{*}=(-1)^{\mu}{\underset{\sim}{e}}^{(2)-\mu},  \tag{68a}\\
& {\underset{\sim}{e}}^{(2) \mu}:{\underset{\sim}{e}}^{(2) v}=(-1)^{\mu} \delta_{\nu,-\mu}, \tag{68b}
\end{align*}
$$

and

$$
\begin{equation*}
\sum_{\mu}{\underset{\sim}{e}}^{(2) \mu}(-1)^{\mu}{\underset{\sim}{e}}^{(2)-\mu}=E^{(2)} \tag{68c}
\end{equation*}
$$

If $B^{\text {int }}$ is now expanded in the $e^{(2) \mu}$ basis, then the internal state viscosity contribution of Eq. (62) can be written as

$$
\begin{equation*}
\Delta \underline{n}^{i n t}=\sum_{\mu} e^{(2)-\mu} \Delta \eta_{\mu}^{\text {int }}(-1)^{\mu} e^{(2) \mu} \tag{69}
\end{equation*}
$$

with

$$
\begin{equation*}
\Delta \eta_{\mu}^{i n t}=n k T \tau_{i n t} \varphi^{2}\left(1-i \mu \omega \tau_{i n t}\right)^{-1} \tag{70}
\end{equation*}
$$

The phase randomization factor and $H / p$ dependence is clear from this equation while the directional dependence of the viscosity can be sorted out in conjunction with Eqs. (67). The total viscosity tensor
$\eta$ can be written in the same way as Eq. (69) and it is now customary to separate the $\eta_{\mu}$ into real $\eta_{\mu}^{+}$and imaginary $\eta_{\mu}^{-}$parts. This has already been discussed by Professor Beenakker. Note that for zero
field, $\Delta \eta_{\mu}^{\text {int }}$ is an additive (real) contribution to $\bar{\eta}$ but that phase randomization decreases the internal state contribution. Since experimentally it is the field dependence that is measured, $\eta$ of Eq. (63) is the reference viscosity at zero field and deviations from that,

$$
\begin{equation*}
\eta_{\mu}^{\text {field }} \equiv \eta_{\mu}-\eta_{n}=n k T \tau_{i n t} \varphi^{2} \text { i } \omega \omega \tau_{i n t}\left(1-i \mu \omega \tau_{i n t}\right)^{-1} \tag{71}
\end{equation*}
$$

are, for the real parts, negative. This is the decrease in viscosity with increasing field that is usually observed. Of course the $M=0$ component of $\mathcal{Y}$ does not phase randomize.

It was tacitly assumed that $B^{\text {int }}, \mathrm{Eq} .(61)$, is velocity independent, so that tensorially, $B^{\text {int }}$ must depend on the directions of $J$ as indicated. The deductions based on the tensorial behaviour of $\eta$ are then valid, for instance, that $\eta_{0}$ does not phase randomize. $\tilde{A}$ possible choice of velocity dependence of $B^{i n t}$ is of the form $[W]^{(2)} X$. Such a $B^{i n t}$ is odd to time reversal so that such a contributton would increase the real parts of $\eta_{\mu}$ field. So far, the expertmental evidence indicates that $B^{i n t}$ is velocity independent for $N_{2}$.

Finally, even if $B^{\text {int }}$ is velocity independent and diagonal in $j$ magnitude, there is no requirement that all $j$ states contribute proportionately to $\left[X_{X}\right]^{(2)}$ as given in Eq. (61). In fact, recent devidence is to the contrary. The generalization to allow an arbitrary dependence on $j$ is to set

$$
\begin{equation*}
\left.R_{n d} R_{d}^{-1} \sqrt{2}[W]\right]^{(2)} \cong \sum_{j} \varphi_{j} y^{(2)}(\underset{\sim}{J}) P_{j}\left(p_{j}\right)^{-1 / 2} \equiv \sum_{j} \varphi_{j} A_{020 j} . \tag{72}
\end{equation*}
$$

Here $P_{j}$ is a projection operator onto $j$ magnitude quantum states, $y^{(2)}{ }_{(J)}$ is explicitly

$$
\begin{equation*}
y^{(2)}(\underset{\sim}{J})=\left[15 / 2{\underset{\sim}{J}}^{2}\left(\tilde{\sim}^{2}-3 / 4\right)\right]^{-1 / 2}[J]^{(2)} \tag{73}
\end{equation*}
$$

so that $A_{020 j} \equiv y^{(2)}(J) P_{j}\left(p_{j}\right)^{-1 / 2}$ is normalized,
$\left\langle\left\langle y^{(2)}(J) P_{j}\left(p_{j}\right)^{-1 / 2} \mid y^{(2)}(J) P_{j}{ }^{(2)}\left(p_{j}\right)^{-1 / 2}\right\rangle\right\rangle=\delta_{j j} E^{(2)}$
with Boltzmann factor

$$
\begin{equation*}
p_{j}=(2 j+1) Q^{-1} \exp [-B j(j+1) / k T] . \tag{75}
\end{equation*}
$$

The general notation $A_{020 j}$ will be used again in Part $V$. Lastly, $\varphi_{j}$ is a coupling strength. This allows for the possibility that $\tau_{\text {int }}$
is $j$ dependent, giving a $\tau_{j}$ and

$$
\begin{equation*}
\Delta \eta_{\mu}^{i n t}=\sum_{j} n k T \quad \tau_{j} \varphi_{j}^{2}\left(1-i \mu \omega \tau_{j}\right)^{-l} \tag{76}
\end{equation*}
$$

This is called an uncoupled model [18]. It seems that this is still not general enough and that it is necessary to allow collisional coupling between the different j-shells. That is, one needs to allow for a relaxation matrix

$$
\begin{equation*}
\left\langle\left\langle A_{020 j} \mid R_{d^{A}} A_{020} j^{\prime}\right\rangle\right\rangle \equiv n\langle v\rangle_{r e l} \mathcal{F}^{(0 \hat{2})_{j j^{\prime}}} E^{(2)} \tag{77}
\end{equation*}
$$

In particular the zero field internal state contribution to the viscosity, which is identical to the saturation of the field dependence of the viscosity is

$$
\begin{equation*}
\left.\Delta \eta_{\mu}^{i n t}\right|_{H=0}=k T\langle v\rangle_{r e l}^{-1} \cdot \sum_{j j}, \phi_{j}\left[\sigma(0 \hat{\sigma})^{-1}\right]_{j j} \varphi_{j}, . \tag{78}
\end{equation*}
$$

The distorted wave Born approximation (Part V) indicates that for large $j, \phi_{j}=\left(p_{j}\right)^{1 / 2} \varphi, \varphi$ independent of $j$, so that the same weighting

$$
\begin{equation*}
\mathscr{G}(o \hat{\imath})^{-1}=\sum_{j j}\left(p_{j}\right)^{1 / 2}\left[\widetilde{\sigma}(o \hat{\tilde{j}})^{-1}\right]_{j j}\left(p_{j}\right)^{1 / 2} \tag{79}
\end{equation*}
$$

of the matrix inverse of $\boldsymbol{\sigma}(0 \hat{2})$ appears in depolarized Rayleigh scattering as in the viscosity. Professor Beenakker has already indicated some of the initial successes in following this comparison of experimental data.

### 3.3. The Treatment of Oxygen

Oxygen is a paramagnetic molecule and was the gas used in the first experiments on the field dependence of gas transport properties. Nevertheless, it does fit into as simple a scheme as does $N_{2}$, as was, in particular, discovered by Kikoin et al. [19], and more accurately by Hulsman et al. [20]. This is easily traced to the relatively complex internal state energy level structure, being finally theoretically understood [4] in 1971, and in so doing, led to the qualitative picture.
$\mathrm{O}_{2}$ has an electronic spin S of 1 which is, because of the enormous difference in gyromagnetic ratios, much more affected by a magnetic field than is the rotational angular momentum, here denoted
by $\underset{\sim}{\mathbb{N}}$. The resultant $\mathbb{\sim}=\underset{\sim}{\mathbb{N}}+\underset{\sim}{S}$ is obviously denoted by $\underset{\sim}{J}$. The internal state hamiltonian of oxygen is given by

$$
\begin{align*}
& \mathcal{H}_{\text {int }}=B{\underset{N}{N}}^{2}+c_{\text {sr }} \underset{\sim}{S} \cdot \underset{\sim}{N}+c_{d}^{\prime}\left[S_{\sim}\right]^{(2)}:[\hat{u}]^{(2)}  \tag{80}\\
&-\boldsymbol{\gamma}_{S} \underset{\sim}{H} \cdot \underset{\sim}{S}-\boldsymbol{\gamma}_{\mathrm{N}} \underset{\sim}{H} \cdot \underset{\sim}{\mathbb{N}}
\end{align*}
$$

with spin rotation and dipolar coupling constants $c_{s r}$ and $c_{d}^{\prime} \cdot \hat{u}$ is the unit vector parallel to the internuclear axis while $\gamma_{S}$ and $\gamma_{\mathrm{N}}$ are the electronic and nuclear gyromagnetic ratios. Only the rotational energy level splittings associated with $\mathrm{BN}^{2}$ can become comparable with kT , so in $\mathrm{f}^{(0)}$ only this term needs to be retained, just as in $N_{2}$. Moreover, the rotational energy level splitting due to $B N^{2}$ is much larger than $\tau^{-1}$ so phase randomization implies that $\phi$ is diagonal in the magnitude of $N$, we say that $N$ is a "good quantum number". This also implies that we need only consider that part of $\mathcal{M}_{\text {int }}$ which is diagonal in $N$. This only affects $[\hat{u}]^{(2)}$ which must now be proportional to $[\underset{\sim}{N}]^{(2)}$, in fact

$$
\begin{equation*}
\left.[\hat{u}]^{(2)}\right|_{\text {diagonal }} \text { in } N=-[\mathbb{N}]^{(2)}\left[2\left({\underset{N}{N}}^{2}-\frac{3}{4}\right)\right]^{-1} \tag{81}
\end{equation*}
$$

and $\mathcal{H}_{\text {int }}$ can effectively be replaced by

$$
\begin{gather*}
\boldsymbol{H}_{\text {int }}=\mathrm{B}{\underset{\sim}{\mathbb{N}}}^{2}+c_{\mathrm{sr}} \underset{\sim}{S} \cdot \underset{\sim}{\mathbb{N}}+\mathrm{c}_{\mathrm{d}}\left(\underset{\sim}{\mathbb{N}^{2}}\right)[\underset{\sim}{S}]^{(2)}:[\underset{\sim}{N}]^{(2)} \\
-\gamma_{\mathrm{S}}^{\mathrm{H}} \cdot \underset{\sim}{S}-\gamma_{\mathrm{N}} \underset{\sim}{H} \cdot \underset{\sim}{N} \tag{82}
\end{gather*}
$$

with

$$
\begin{equation*}
c_{d}\left({\underset{\sim}{N}}^{2}\right)=-c_{d}^{\prime}\left[2\left({\underset{\sim}{N}}^{2}-\frac{3}{4}\right)\right]-1 \tag{83}
\end{equation*}
$$

The treatment so far requires that $B N_{N}^{2} \gg c_{d}^{\prime}[s]^{(2)}:[\hat{u}]^{2)}$ which is the Hund's case (b) coupling scheme that is valid for the thermally most populated rotational levels $\mathbb{N} \sim 10$, of $\mathrm{O}_{2}$ at room temperature. Now the spin rotation and dipolar couplings both work to couple $\underset{\sim}{\mathbb{N}}$ and $\underset{\sim}{S}$ to a resultant $\underset{\sim}{J}$, since, e. $\delta$.

$$
\begin{equation*}
\underset{\sim}{S} \cdot \underset{\sim}{N}=\frac{1}{2}[J(J+1)-S(S+1)-N(N+1)], \tag{84}
\end{equation*}
$$

while the Zeeman terms separately work to quantize $S_{z}$ and $\mathbb{N}_{z}$. It depends on which effect is stronger as to which quantization scheme dominates, and of course there are intermediate cases. I will
briefly discuss both extremes.

### 3.3.1. Low Fields

Since the field dependence of the transport coefficients is to be observed, we are interested predominantly in the situation where $\boldsymbol{\gamma} \boldsymbol{H} \boldsymbol{\tau}$ is approximately $l$ and thus all energy level splittings that are larger than $/ \mathrm{H}$ will be phase randomized. For low fields, this implies that J magnitude is a good quantum number and consequent ly $\mathcal{H}_{\text {int }}$ should also be diagonal in J. That is, the Zeeman terms should be truncated so they both depend only on $\underset{\sim}{H} \cdot \underset{\sim}{J}$ and this gives the effective hamiltonian

$$
\begin{equation*}
\tilde{H}=-\gamma_{N J} \underset{\sim}{H} \cdot J \tag{85}
\end{equation*}
$$

with an $\mathbb{N}$ and $J$ dependent effective gyromagnetic ratio

$$
\begin{align*}
\gamma_{\mathbb{N J}} & =\left(\boldsymbol{\gamma}_{S} \underset{\sim}{S}+\gamma_{\mathbb{N}} \underset{\sim}{\mathbb{N}}\right) \cdot \underset{\sim}{J} /{\underset{\sim}{J}}^{2} \\
& =\frac{1}{2}\left[\gamma_{S}\left({\underset{\sim}{J}}^{2}+{\underset{\sim}{S}}^{2}-{\underset{\sim}{N}}^{2}\right)+\gamma_{\mathbb{N}}\left({\underset{\sim}{J}}^{2}+{\underset{\sim}{N}}^{2}-{\underset{\sim}{S}}^{2}\right)\right] /{\underset{\sim}{J}}^{2} \cdot \tag{86}
\end{align*}
$$

For $\mathrm{O}_{2}$, the magnitude of S is 1 , and $J-\mathbb{N} \equiv \sigma$ can take the values $-1,0$ and 1 moreover $\boldsymbol{\gamma}_{\mathrm{S}} \sim 2000 \boldsymbol{\gamma}_{\mathbb{N}}$ so the $\boldsymbol{\gamma}_{\mathrm{N}}$ term can be ignored. The result is that for $\sigma= \pm 1$, the effective gyromagnetic ratio is $\simeq \pm \gamma_{S} / \mathbb{N}(\mathbb{N}=10$ is the thermal average) while the $\sigma=0$ states have a $\gamma_{\text {NN }}$ of $\gamma_{S} / \mathbb{N}(\mathbb{N}+1)$, roughly a factor of 10 smaller. An uncoupled calculation with each multiplet $N J$ giving its own contribution is

$$
\begin{equation*}
\Delta \eta_{\mu}^{i n t}=n k T \sum_{N J} \tau_{N J} \varphi_{N J}^{2}\left(1+i \mu \boldsymbol{\gamma}_{N J} H \boldsymbol{\tau}_{\mathbb{N J}}\right)^{-1} \tag{87}
\end{equation*}
$$

Because of the disparity of magnitudes of $\boldsymbol{\gamma}_{\mathbb{N} J}$, there are two ratios of $\mathrm{H} / \mathrm{p}$ at which phase randomization effects set in. The first for $\sigma= \pm 1$ and the second occurring at higher $H / p$ values (roughly a factor of 10) for $\sigma=0$. An interesting effect now occurs. For the $\sigma=0$ contributions, the higher field and lower gyromagnetic ratio make it very easy for a breakdown of the low field coupling to $J$ to be observed. This manifests itself first as a non-linear dependence of the precession frequency on field and shows up experimentally as
an extra pressure dependence of the viscosity. Fig. l shows the experimental and theoretical $\boldsymbol{\eta}_{1}{ }^{-}$viscosity. At low pressures one has only the double peaked curve appropriate to the low field case, but at higher pressures (and a constant $H / p$ ratio which means higher fields), it is found that many of the energy level spacings become smaller and actually cross. Hence there is a cancelration of contributions to $\boldsymbol{\eta}_{1}{ }^{-}$and in fact this quantity is negative for certain values of $H$ and $p$.

The theoretical calculation [4]

 was based on the polarizations

$$
\begin{equation*}
\left.R_{n \alpha} R_{\alpha}^{-1} \sqrt{2}[W]\right]^{(2)} \cong \sum_{N J} \varphi_{N J} y^{(2)}{ }_{(J)} P_{N J} \tag{88}
\end{equation*}
$$

with $\mathrm{P}_{\mathrm{NJ}}$ being the projection operator onto an NJ multiplet. The uncoupled model formula is then

$$
\begin{align*}
& \Delta \eta_{\sim}^{i n t}=n k T \sum_{\mathrm{NJ}} \varphi_{\mathrm{NJ}}^{2} \tau_{\mathrm{NJ}} \\
& \left.\quad\left\langle\left\langle y^{(2)}(\underset{\sim}{\mathrm{J}})\right|\left(1+i \mathcal{L}^{(1)} \tau_{\mathrm{NJ}}\right)^{-1}{ }_{P_{\mathrm{NJ}} \mid} \mid y^{(2)}(\mathrm{J})\right\rangle\right\rangle \tag{89}
\end{align*}
$$

in which $\mathscr{L}^{(1)}$ includes both linear and quadratic zeeman terms for the energy level structure. Assuming that $\varphi_{N J}=\varphi_{\text {is independent }}$ of $N$ and $J$ and $\tau_{N J}=J(J+1) \tau_{0}$, implies that there are only two adjustable parameters. These are an overall magnitude factor $\varphi$ and one reference collision time $\tau_{0}$. The latter was picked so that the peak of the $\sigma=0$ contribution in the limit of zero pressure fitted experiment. The success of the fit is that all curves depend on the same two parameters and the relative shapes of the curves are dependent on the assumed $\mathbb{N}$ and $J$ dependence of $\varphi_{N J}$ and $\tau_{N J}$. These assumed dependences are in fair agreement with collision theory
results based on the distorted wave Born approximation.

### 3.3.2. High Fields

At high fields, the Zeeman energies $-\gamma_{\mathrm{S}} \underset{\sim}{H} \cdot \underset{\sim}{S}$ will dominate over the coupling of $\underset{\sim}{\mathcal{S}}$ and $\mathbb{N}$ to give $\mathbb{X}$. At the same time, the rotational Zeeman term - $\boldsymbol{\gamma}_{\mathrm{N}} \underset{\sim}{H} \cdot \underset{\sim}{N}$ is comparatively small because of the difference in gyromagnetic ratios. I will discuss only the limiting case to indicate the type of field dependence that one expects.

Now phase randomization of the electronic spin (Zeeman) frequencies implies that $S_{z}$ is a good quantum number. That is $\phi$ and $B^{\text {int }}$ are to be diagonal in $S_{z}$. Truncating the hamiltonian in the same way gives

$$
\begin{align*}
\mathcal{H}_{i n t} & =B \mathbb{N}^{2}-\boldsymbol{\gamma}_{S} E m_{S}+\left(c_{S r} m_{S}-\boldsymbol{\gamma}_{\mathbb{N}} H\right) N_{Z} \\
& +\frac{3}{2}\left[m_{S}^{2}-\frac{1}{2} S(S+1)\right] c_{d}\left(\mathbb{N}^{2}\right)\left(N_{z}^{2}-\frac{1}{3} \mathbb{N}^{2}\right) . \tag{90}
\end{align*}
$$

This is obtained by replacing $\underset{\sim}{\mathbb{S}}$ by $\mathrm{m}_{\mathrm{S}} \hat{\mathrm{z}}$ everywhere that $\underset{\sim}{\mathbb{S}}$ occurs. If $\gamma_{N} H$ is ignored as being small compared to $c_{S r} m_{S}$, then it is noted that the rotational states are unaffected by the magnitude of the field. In this case, the spin rotation term $c_{s r} m_{S} N_{z}$ implies that the rotational angular momentum $\underset{\sim}{\mathbb{N}}$ will precess about the spin which is quantized parallel to the field. The dipolar term gives a much more complicated motion which is absent if the electronic spin is $1 / 2$ rather than l. The appropriate polarizations are given by

$$
\begin{equation*}
Q_{n d} R_{d}^{-1} \sqrt{2}[W]^{(2)} \sum_{\mathbb{N}, m_{S}} \varphi_{N} y y^{(2)}(\underset{N}{N}) P_{N, m_{S}} \tag{91}
\end{equation*}
$$

with projection $P_{N}$, $m_{S}$ onto $N$, $m_{S}$ states. $\varphi_{N}$ is independent of $m_{S}$ on the basis that collisions affect the molecular orientation rather than electronic spin. For spin $1 / 2$ molecules, an uncoupled model calculation gives

$$
\begin{equation*}
\Delta \eta_{\mu}^{\text {int }}=n k T \sum_{N} \varphi_{\mathbb{N}}^{2} \tau_{\mathrm{N}} \mathrm{p}_{\mathrm{N}} 2\left[1+\frac{1}{4}\left(\mu \mathrm{c}_{\mathrm{sr}} \tau_{\mathrm{N}}\right)^{2}\right]^{-1} \tag{92}
\end{equation*}
$$

on the basis that $\tau_{N}$ is again independent of $m_{S} \cdot p_{N}$ is given by Eq. (75) and distorted wave Born approximations can be made for $\varphi_{N}$ and $\tau_{N}$. It is to be noted that the $m_{S}= \pm \frac{1}{2}$ contributions have been
formally added to give a result that is real. Thus there are no transverse viscosity effects. This is because there is just as much precession in one direction as the other. Moreover, the "field dependence" is independent of the magnitude of the field, but of course the direction of the field determines the axis of precession. The effects are then characterized as dependent on the ratio $c_{s r} / p$ which appears as a pressure dependence since $c_{s r}$ is a constant. Professor Coope [21] used these formulae to explain data which was gathered [22] in 1938 on $\mathrm{NO}_{2}$ but had remained unexplained until his work in 1971.
IV. ON THE BOLTZMANN EQUATION FOR MOLECUTES WITH INTERNAL STRUCTURE

This year the Boltzmann equation is 102 years old [23]. I think it is safe to say that no other equation and its consequences was greeted with such criticism and only the concept of entropy has been (and still is) the center of more controversy.

As I see it, there are three, what we would now call statistical assumptions at the root of Boltzmann's original equation. These are:
i) Only binary collisions are important;
ii) Before a collision the molecules are statistically independent, and
iii) A collision occurs at one point in space.

There has been much work during the last 28 years [24] in generalizing the first, which has necessitated generalizing the second and also the third. This I will not do since for a dilute gas, i) should be a good approximation. In fact, I consider the first two to constitute the "philosophy of the Boltzmann equation" while the third is unnecessary and for certain considerations even in the dilute gas case, incorrect. To give Boltzmann his due respect, iii) is a property of the special collision processes that he was considering.

Except for special molecular models [25], the first Boltzmann equation valid for molecules with internal structure was introduced by Wang Chang and Uhlenbeck [26] . Essentially, their only change from the monatomic case is to introduce a set of distribution functions $f_{i}(\underset{N}{r}, \underset{\sim}{p}, t)$, one for each internal state, and a cross-section matrix which describes the transitions from one internal state to
another. This is obviously not general enough to account for the phenomena that $I$ have been discussing in my previous lectures, since there the density matrix must be non-diagonal. A Boltzmann equation of sufficient generality to allow for degenerate internal states was first derived by Waldmann [27] and independently, by myself [28] . Since the emphasis at that time was to obtain a collision operator in as close agreement as possible with the classic form, the result was specialized too much. Rather, I now prefer to leave the form of the equation as general as possible [29] and to see how it reduces in special cases. I will "derive" the general form and discuss some of its properties.

## 4.1. "Derivation" of the Generalized Boltzmann Equation

An $N$-molecule isolated system obeys the von Neumann equation

$$
\begin{equation*}
i \quad \partial p^{(N)} / \partial t=H^{(N)} p^{(N)}-p^{(N)} y_{y^{(N)}}^{(N)} \equiv \mathcal{L}^{(N)} p^{(N)} . \tag{93}
\end{equation*}
$$

The N-molecule density operator has reduced density operators

$$
\begin{equation*}
\underset{1 \ldots n}{(n)}=[(N-n)!]^{-1} \operatorname{Tr}_{\substack{(n+1}} \rho^{(N)} \tag{94}
\end{equation*}
$$

with "convenient" normalizations ( $\mathrm{n}=1, \ldots, \mathrm{~N}$ )

$$
\begin{equation*}
\operatorname{Tr} \rho^{(n)}=N!/(\mathbb{N}-n)! \tag{95}
\end{equation*}
$$

By successively tracing Eq. (93) over more and more molecules, the quantum version of the BBGKY hierarchy is obtained. The first two of these are

$$
\begin{equation*}
\text { i } \partial \rho_{1} / \partial t=\mathcal{L}_{1}^{(1)} \rho_{1}+\operatorname{Tr}_{2} V_{12} p_{12}^{(2)} \tag{96}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { i } \partial p_{12}^{(2)} / \partial t=\mathcal{L}_{12}^{(2)} p_{12}^{(2)}+\operatorname{Tr}_{3}\left(V_{13}+V_{23}\right) p_{123}^{(3)} . \tag{97}
\end{equation*}
$$

Here $\boldsymbol{p}_{1}^{(1)}$ has been abbreviated as $\boldsymbol{P}_{1}, \mathcal{L}_{1}^{(n)}$ is the Liouville operator for molecules l...n, $V_{i j}$ is the commutator superoperator

$$
\begin{equation*}
V_{i j} A \equiv V_{i j} A-A V_{i j} \tag{98}
\end{equation*}
$$

for the intermolecular potential $V_{i j}$, and it has been assumed that
$\boldsymbol{H A}^{(\mathrm{N})}$ consists of only one-molecule $\mathcal{H}_{i}^{(1)}$ and pair $V_{i j}$ interactions,

$$
\begin{equation*}
\boldsymbol{q}^{(N)}=\sum_{i} \boldsymbol{H}_{i}^{(l)}+\sum_{i<j} v_{i j} \tag{99}
\end{equation*}
$$

As is well known, the BBGKY hierarchy is not a closed set of equations and some closure condition must be applied. For dilute gases whose molecules have potentials of short range, this closure can be based on binary collisions and statistical independence before collision, namely the two assumptions that I have said constitute the philosophy of the Boltzmann equation.

The trace term in Eq. (96) vanishes if $\mathrm{V}_{12}$ is zero and so requires the two molecules to be colliding. It is only in this term that $\rho^{(2)}$ is needed. Hence for molecules 1 and 2 in the process of a collision, the binary collision approximation means that the
$V_{13}+V_{23}$ term in the second BBGKY equation can be ignored, that is, during a collision

$$
\begin{equation*}
\text { i } \partial \rho_{12}^{(2)} / \partial t=\mathcal{L}_{12}^{(2)} \rho_{12}^{(2)} . \tag{100}
\end{equation*}
$$

This has the formal solution

$$
\begin{equation*}
\boldsymbol{p}_{12}^{(2)}(t)=\exp \left[-i \mathcal{L}_{12}^{(2)}\left(t-t_{0}\right)\right] \boldsymbol{p}_{12}^{(2)}\left(t_{0}\right) \tag{101}
\end{equation*}
$$

If now, $t_{0}$ is a time before the collisions occurred, then the two molecules are statistically independent, namely

$$
\begin{equation*}
\rho_{12}^{(2)}\left(t_{0}\right)=\rho_{1}\left(t_{0}\right) \rho_{2}\left(t_{0}\right) \tag{102}
\end{equation*}
$$

The time $t_{0}$ must be understood as some time between collisions. Molecules 1 and 2 have come from collisions with other unspecified molecules and move in free motion towards each other till they begin to collide. to is any time during that free motion and it is a necessary requirement for such arguments to be correct, that the free flight time be large compared to the time of duration of a collision. This is true if the density is low and the intermolecular potential of short range.

Free molecular motion for the pair is governed by the Liouville superoperator

$$
\begin{equation*}
K=\mathcal{L}_{1}^{(1)+\mathcal{L}_{2}^{(1)}} \tag{103}
\end{equation*}
$$

and one can write

$$
\begin{equation*}
P_{1}\left(t_{0}\right) \rho_{2}\left(t_{0}\right)=\exp \left[-i K\left(t_{0}-t\right)\right] \rho_{1}(t) \rho_{2}(t) \tag{104}
\end{equation*}
$$

which connects $\boldsymbol{P}_{1} \boldsymbol{P}_{2}$ evaluated at a time $t_{0}$ before the collision to the product density operator $P_{1} P_{2}$ that these molecules would have had, if no collision had occurred. The combination of Eqs. (101), (102) and (104) give

$$
\begin{align*}
\boldsymbol{P}_{12}^{(2)}(t)= & \exp \left[-i \mathcal{L}_{12}^{(2)}\left(t-t_{0}\right)\right] \exp \left[-i \mathcal{K}\left(t_{0}-t\right)\right] \rho_{1}(t) \rho_{2}(t) \\
& \xrightarrow[\lim t_{0} \rightarrow-\infty]{ } \Omega \rho_{1}(t) \rho_{2}(t) \tag{105}
\end{align*}
$$

This is a relation between the density operator $\boldsymbol{\rho}_{12}^{(2)}$ of a pair of colliding molecules and the product density operator $\rho_{1} \rho_{2}$ that they would have had if there was no collision. Another way of viewing the two exponentials is that, starting from $P_{1}(t) \rho_{2}(t)$, one goes back on free particle trajectories to a time $t_{0}$ before the collision, and then forward in time (to t) along a collision trajectory to get to $\boldsymbol{P}(2)$. In this way, free particle motion is changed into collisional motion, a result which will be made precise in the following. Since free and collisional trajectories are identical at $t_{0}$, the precise value of $t_{0}$ is unimportant and so can be taken to $-\infty$ to define the Mbller superoperator $\Omega$. Actually, real intermolecular potentials are infinite in range so that this limit is required in order to have a mathematical meaning - following Jauch, Misra and Gibson [30], the limit should be taken in the trace norm - but in practise $t_{0} \rightarrow-\infty$ is to be on a microscopic time scale related to the duration of a collision while $t_{0}$ is still small on a macroscopic time scale related to the free flight time. Again, one needs low densities and short ranged potentials.

The generalized Boltzmann equation [29] is obtained by inserting Eq. (105) into the first BBGKY equation, namely

$$
\begin{equation*}
\text { i } \partial P_{1} / \partial t=\mathcal{L}_{1}^{(1)} \beta_{1}+\operatorname{Tr}_{2} \mathcal{Y}_{12} P_{1} \rho_{2} \tag{106}
\end{equation*}
$$

where the transition superoperator

$$
\begin{equation*}
y_{12} \equiv V_{12} \Omega \tag{107}
\end{equation*}
$$

contains all the effects of the collisions. In my view, this equation is the most general mathematical formulation of the first two statistical assumptions i) and ii) and moreover, has used only these two
assumptions. There are various alternate forms for this equation and many special cases. I will discuss some important ones.

### 4.2. Transition Operator Representation

The scattering of a (Dirac) state vector $\mid$ ) is governed by the Moller wave operator ( $K \equiv \mathcal{M g}_{1}^{(1)}+\mathrm{H}_{2}^{(1)}$ )

$$
\begin{align*}
\Omega \equiv & \operatorname{st-lim} \exp \left(i \boldsymbol{M}(2) t_{0}\right) \exp \left(-i K t_{0}\right)  \tag{108}\\
& t_{0} \rightarrow-\infty
\end{align*}
$$

defined as a strong operator limit of the product of the colliding and free motion evolution operators. This satisfies the intertwindng relation

$$
\begin{equation*}
H^{(2)} \Omega=\Omega \mathrm{K} \tag{109}
\end{equation*}
$$

which means that it is capable of making eigenfunctions of $\boldsymbol{\mathcal { A }} \boldsymbol{\mathcal { F }}^{(2)}$ out of eigenfunctions of $K$, having the same energy. Thus, if $|E\rangle$ is an eigenfunction of $K$ (these do not exist in the Hilbert space of state vectors but, following Dirac, I will use them for ease of presentation and thus avoid problems of spectral measures, etc.), then

$$
\begin{equation*}
|E\rangle^{+} \equiv \Omega|E\rangle=\Omega(E)|E\rangle \tag{110}
\end{equation*}
$$

can be given in terms of the energy dependent Mbller wave operator defined by the Lippmann-Schwinger equation [31]

$$
\begin{equation*}
\Omega(E)=1+G(E) V \Omega(E), \tag{111}
\end{equation*}
$$

and the Green's"function"

$$
\begin{equation*}
G(E)=\underset{\epsilon \rightarrow 0^{+}}{\operatorname{st-lim}}(E-K+i \epsilon)^{-1} \tag{112}
\end{equation*}
$$

If $\Omega$ exists for the given intermolecular potential, and the transition operator is defined by

$$
\begin{equation*}
t \equiv v \Omega, \tag{113}
\end{equation*}
$$

then [30] (operator adjoint)

$$
\begin{equation*}
\Omega_{A}=\Omega_{A} \Omega^{+} \tag{114}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{Y}_{A}=\gamma_{\Omega} A=t A \Omega^{t}-\Omega_{A} t^{t} \tag{115}
\end{equation*}
$$

From the Lippman-Schwinger equation, it is seen that $\mathcal{T}$ involves $t$
both linearly and quadratically. Rather than exploring this form in more detail at this stage, it is convenient to first make a Weyl correspondence [32] transformation of the Boltzmann equation so that the position and momentum dependence of the collision operator is more explicit.

The Wigner distribution function [12] is defined by means of the unitary transformation on the translational part of the density operator according to

$$
\begin{equation*}
f(\underset{\sim}{r}, \underset{\sim}{p}, t) \equiv h^{-3} \int \exp \left(i q_{\sim} \cdot r / h\right)\left\langle\underset{\sim}{p}+\frac{1}{2} q\right| p\left|\underset{\sim}{p}-\frac{1}{2} q\right\rangle \underset{\sim}{q} \tag{116}
\end{equation*}
$$

with the density operator here expressed in momentum representation of the translational states while both $f$ and $\left\langle\mathrm{plp} \mathrm{p}^{\prime}\right\rangle$ are operators in internal states. The free motion as given by $\mathcal{L}_{1}^{(1)}$ gives rise both to a drift term from the translational states and an internal state Liouville operator which will be simply denoted by $\mathcal{L}$, with no subscript. This corresponds to the notation in Eq. (31). Since the collision term involves three different positions, there are a multitude of ways of writing down the result. A convenient method was introduced by Baerwinkel and Grossmann [33] and consists essentially of expressing all momenta in terms of sums and differences. Written out, this is [34]

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\frac{p}{m} \cdot \frac{\partial f}{\partial \underset{\sim}{r}}+i \mathcal{L} f=J(\underset{\sim}{r}, \underset{\sim}{p}, t) \tag{117}
\end{equation*}
$$

where
$J(\underset{\sim}{r}, \underset{\sim}{p}) \equiv \frac{-(2)^{6} i}{\hbar}\left(\frac{2}{h}\right)^{3} T_{2} \int \exp \left[\frac{-2 i}{\hbar}(\underset{\sim}{x} \cdot \underset{\sim}{k}-\underset{\sim}{q} \cdot \underset{\sim}{y})\right] \boldsymbol{Y}(\underset{\sim}{\beta} \underset{\sim}{q} \underset{\sim}{k K})$

$$
\begin{equation*}
f_{1}\left(\underset{\sim}{r}+\frac{1}{2}[\underset{\sim}{x}-\underset{\sim}{x}], \underset{\sim}{p}+\underset{\sim}{\beta}-\frac{k}{\sim}\right) f_{2}\left(\underset{\sim}{r}+\frac{1}{2}[\underset{\sim}{y}+\underset{\sim}{x}], \underset{\sim}{p}+\underset{\sim}{\beta}+\underset{\sim}{k}\right) d \underset{\sim}{k} d \underset{\sim}{\mu} \underset{\sim}{\alpha} d q \tag{118}
\end{equation*}
$$

and $\boldsymbol{Y}(\underset{\sim}{\boldsymbol{\beta}} \underset{\sim}{\mathrm{K}} \underset{\sim}{\boldsymbol{k}})$ is a superoperator acting on internal state operators according to

$$
\begin{align*}
\mathcal{J}\left(\underset{\sim}{\beta} q_{\sim}^{k} \underset{\sim}{k}\right) A & \equiv\langle\underset{\sim}{\beta}+\underset{\sim}{q}| t|\underset{\sim}{k}+\underset{\sim}{H}\rangle A\langle k-k| \Omega^{\dagger}|\beta-\underset{\sim}{q}\rangle  \tag{119}\\
& -\langle\beta+\underset{\sim}{\mathcal{q}} \mid \underset{\sim}{k}+\underset{\sim}{\beta}\rangle A\left\langle\frac{k}{\sim}-\underset{\sim}{k}\right| t^{+}|\underset{\sim}{\beta}-\underset{\sim}{q}\rangle
\end{align*}
$$

This can be identified as a momentum representation of $\mathcal{Y}$. One immediately sees that this collision operator is non-local, the colliding molecules are not at the same position nor at the position of the $f$ appearing in the drift term.

Since $\underset{\sim}{x}$ and $\underset{\sim}{x}$ arise from the non-locality of the collisions, one expects that their appearance in $f_{j}$ and $f_{2}$ can be ignored if $f$ is sufficiently homogeneous. This gives rise to $f$-functions in $\underset{\sim}{q}$
and $\underset{\sim}{K}$ so that

$$
\begin{align*}
& J(\underset{\sim}{r}, \underset{\sim}{p}) \rightarrow J_{0}(\underset{\sim}{r}, \underset{\sim}{p}) \equiv-64 \pi^{3} i \hbar^{2} \operatorname{Tr}_{2} \int \mathcal{J}(\underset{\sim}{\beta} \circ \underset{\sim}{k} 0) f_{1}(\underset{\sim}{r}, \underset{\sim}{p}+\underset{\sim}{\beta}-\underset{\sim}{k}) \\
& \mathrm{f}_{2}(\underset{\sim}{r}, \underset{\sim}{p}+\underset{\sim}{\beta}+\underset{\sim}{k}) d \underset{\sim}{k} \alpha \underset{\sim}{\beta} \tag{120}
\end{align*}
$$

is a local collision operator. If, moreover, $f$ is sufficiently phase randomized that one can treat $f$ as being diagonal in (internal state) energy in the collision operator, then this collision term is the one first derived by Waldmann [27] and myself [28], but of course in a different notation. To specialize further, if one assumes that $f$ is diagonal in internal states,

$$
\begin{equation*}
f(\underset{\sim}{r}, \underset{\sim}{p}, t)=\sum_{a}|a\rangle f_{a}(\underset{\sim}{r}, \underset{\sim}{p}, t)\langle a| \tag{121}
\end{equation*}
$$

and uses the relation

$$
\begin{equation*}
(x-i \epsilon)^{-1}-(x+i \epsilon)^{-1} \underset{\epsilon \rightarrow 0^{+}}{ } 2 \pi i \quad \delta(x) \tag{122}
\end{equation*}
$$

the cross-section

$$
\begin{equation*}
\left.\left.\sigma_{c d \rightarrow a b} \equiv(2 \boldsymbol{\pi})^{4} \hbar^{2} \mu_{a b} \mu_{c d}\left(p_{a b} / p_{c d}\right)\left|\left\langle a b p_{a b}\right| t\right| c d p_{c d}\right\rangle\right\rangle^{2} \tag{123}
\end{equation*}
$$

and the optical theorem

$$
\begin{align*}
& \left\langle a b \underset{\sim}{p}{ }_{a b}\right| t^{t}-t\left|a b \underset{\sim}{p}{ }_{a b}\right\rangle=2 \pi i \sum_{c a} \iint_{\sim}^{d p} \\
& \left.\left.\int\left(E_{a b}+\frac{1}{2} p_{a b}^{2} / \mu_{a b}-E_{c d}-\frac{1}{2} p_{c d}^{2} / \mu_{c \alpha}\right) \right\rvert\,\langle a b \underset{c a b}{p}| t \right\rvert\, c d \underset{\sim}{p} c d X^{2}, \tag{124}
\end{align*}
$$

then the Boltzmann equation becomes

$$
\begin{aligned}
& \frac{\partial f_{a}}{\partial t}+\frac{p}{m} \cdot \nabla f_{a}=\sum_{b c d} \iiint\left[f_{c}\left(\underset{\sim}{r}, \underset{\sim}{p}{ }^{\prime}, t\right) f_{d}\left(\underset{\sim}{r}, \underset{\sim}{p}{ }_{2}^{\prime}, t\right)\right. \\
& \left.-f_{a}(\underset{\sim}{r}, \underset{\sim}{p}, t) f_{b}\left(\underset{\sim}{r}, \underset{\sim}{p}{ }_{2}, t\right)\right] \frac{p_{c d} \sigma_{c d \rightarrow a b}}{p_{a b} \mu_{a b} \mu_{c d}} \delta \text { (energy) } \\
& \int\left(\underset{\sim}{p}{ }^{\prime}+\underset{\sim}{p}{\underset{\sim}{2}}^{\prime}-\underset{\sim}{p}-\underset{\sim}{p}{ }_{2}\right) d{\underset{\sim}{p}}^{\prime}{\underset{\sim}{\sim}}_{2}{ }_{2}{\underset{\sim}{p}}_{2}^{\prime}
\end{aligned}
$$

where $\delta$ (energy) is the same as in Eq. (124) and $p_{a b}$ is the relative momentum associated with $\underset{\sim}{p}$ and ${\underset{\sim}{2}}_{2}$. This is exactly the Wang Chang Uhlenbeck equation [26] . If there is no position dependence, then this is of Master equation form with uncorrelated pair probabilities while if there is only one internal state, one has the usual monatomic gas Boltzmann equation [23] but with quantum mechanical cross section.

Now angular momentum is a conserved quantity. If the internal states lose angular momentum during a collision, then the translational states must gain the same amount of angular momentum, about the center of mass. If the collision is local, all molecules are at the same position and no torque can be exerted to create translational angular momentum. On the other hand, localizing the collision operator does not affect the internal state operators, so a collision can change the internal state angular momentum. In this way, the localized collision operator violates angular momentum conservation. It is interesting to note [34] that if $f$ is not diagonal in energy, then the localized collision operator also violates energy conservation. This can be remedied [34] by adding a potential energy density calculated according to

$$
\begin{equation*}
\operatorname{nim} E_{V}(\underset{N}{n}, t) \cong \operatorname{Tr}_{1,2} \delta\left(\frac{r}{\sim}-{\underset{\sim}{1}}_{1}\right) \vee \Omega \rho_{1} \rho_{2} \Omega^{t}, \tag{126}
\end{equation*}
$$

to the usual kinetic (translational and internal) energy density. Essentially a non-local collision allows the molecules to separate and acquire potential energy. By retaining part of the non-locality of the collision operator, a scheme has been given [34] which is consistent with all conservation laws but I do not have time to discuss that here.

### 4.3. Dependence on Free Motion Frequencies

Let $|\omega\rangle\rangle$ be an eigenoperator of the free (pair) particle Liouville superoperator $\mathcal{K}$,

$$
\begin{equation*}
\eta|\omega\rangle\rangle=\omega|\omega\rangle\rangle \tag{127}
\end{equation*}
$$

with frequency $\boldsymbol{\omega}$. Acting on such an operator, the transition superoperator $\mathcal{Y}$ is equivalent to [29]

$$
\begin{equation*}
\mathcal{Y}(\omega) \equiv V+V\left(\omega-\mathcal{L}^{(2)}+i \epsilon\right)^{-1} V, \tag{128}
\end{equation*}
$$

compare the Lippmann-Schwinger Eq. (111). This quantity is identical to the $m$ ( $\boldsymbol{\omega}$ ) operator defined by Fano [35] in his theory of pressure broadening.

A matrix element of $\mathcal{Y}$ is then

$$
\begin{equation*}
\left.\left.\left\langle\left\langle\omega^{\prime}\right| Y \mid \omega\right\rangle\right\rangle=\left\langle\left\langle\omega^{\prime}\right| I(\omega) \mid \omega\right\rangle\right\rangle . \tag{129}
\end{equation*}
$$

It is $\omega$, not $\omega^{\prime}$, that appears in $\mathcal{Y}(\boldsymbol{\omega})$. A diagonal matrix element is complex and is written

$$
\begin{equation*}
\langle\langle\omega| I \mid \omega\rangle\rangle=\langle\langle\omega| \Im(\omega) \mid \omega\rangle\rangle=\delta-i / \tau \tag{130}
\end{equation*}
$$

If the collision partner is ignored and one considers only the component $\mathcal{P}_{\boldsymbol{\omega}}$ of the density operator for the molecule of interest that has a free motion frequency $\boldsymbol{\omega}\left(\mathcal{L} \mathcal{F}_{\boldsymbol{\omega}}=\boldsymbol{\omega} \boldsymbol{\rho}_{\boldsymbol{\omega}}\right)$, then this part of the Boltzmann equation becomes

$$
\begin{equation*}
i \partial \rho_{\omega} / \partial \tau=\mathcal{L} \rho_{\omega}+\Im(\omega) \rho_{\omega} \cong(\omega+\delta-i / \tau) \rho_{\omega} \tag{131}
\end{equation*}
$$

This demonstrates that $\delta$ is a frequency shift and $\tau$ a relaxation time for $\mathcal{F}$. It is easily shown that $1 \not \geqslant \geqslant 0$. In this way, $\mathcal{V}$ describes collisional frequency shifts and relaxation rates, Eq. (130), as well as frequency couplings, Eq. (129). It must be noted that the frequencies discussed here refer to the eigenvalues of $\mathcal{L}$ and have nothing to do with the true time evolution of $P$, in particular, $\mathcal{P}_{\boldsymbol{\omega}}$ is not the time Fourier transform of $P(t)$.

It has been argued - in the first lecture of this series that long free flight times lead to phase randomization and diagonalization(in energy) of the density operator. Complete phase randomization thus means that only zero frequency terms remain. At an intermediate stage of phase randomization one can expect that all the important energy off-diagonalities have frequencies small compared to $\mathrm{kT} / \hbar$. Since thermal energies are averaged over, I expect that at this stage, the frequency dependence of $\boldsymbol{\mathcal { V }}(\boldsymbol{\omega})$ is negligible and one can approximate the collision operator with $\mathcal{Y}(0)$. This means that not only is $P$ "almost" diagonal in internal energy but also that the translational energy off-diagonality is small, which is reflected in the slow position dependence of $f(\underset{\sim}{r}, \underset{\sim}{p}, t)$. This is again the realm of the Waldmann-Snider collision operator. These arguments have never been fully investigated and much work needs to be done on understanding all the properties of $\mathcal{F}$.

The concept of entropy increase, the H-theorem, is central to the history of the Boltzmann equation. Here this is generally not provable. For a general singlet density operator, many frequency components are present so that any expression for the entropy production involves matrix elements of $\mathcal{Y}$ reflecting the collisional coupling of different free motion frequencies. The signs of these terms are unknown, nor have the bounds on the off-diagonal frequency components of $\mathcal{Y}$ been investigated. Since the $H$-theorem requires the negative definiteness of the anti-hermitian part of $\mathcal{I}$, it follows
that the entropy need not monotonically increase. The rationale [29], is that as time progresses, phase randomization destroys the higher frequency components of $\mathcal{P}$ until $\rho$ is sufficiently diagonal in energy, so that only $\mathcal{Y}(0)$ is important and entropy increases. For short times, all kinds of oscillatory motion are possible, which reflects the complicated interplay of free molecule (reversible) motion and decay. Detailed calculations to verify these ideas have so far not been carried out.
V. COLLISION INTEGRALIS OF THE IINEARIZED W-S EQUATION

In the regime of validity of the $W-S$ equation, the Wigner distribution function-density operator $f(\underset{\sim}{r}, ~ p, t), E q$. (116), is sufficiently diagonal in energy that as far as the collision processes are concerned, $f$ is diagonal in internal energy, and moreover $f$ commutes with the effective Boltzmann factor $\exp \left(-\mathcal{H}_{\text {int }} / k T\right)$. For example, in studying the field dependence of the transport coefficients of diamagnetic diatomic molecules, the Zeeman terms are dropped from $\mathcal{H}$ int in the Boltzmann factors and from the evolution operators $\mathcal{L}(2)$ and $\mathcal{K}$. Thus $m$ states are degenerate as far as the collisions and the inner product is concerned.

If the gas is close to (local) equilibrium, then one can write

$$
\begin{equation*}
f=f^{(0)}(1+\phi) \tag{132}
\end{equation*}
$$

compare Eq. (35), and the W-S collision operator becomes,Eq. (119),

$$
\begin{align*}
& J_{0}(\underset{\sim}{r}, \underset{\sim}{p}) \simeq-64 \pi^{3} i \hbar^{2} \operatorname{Tr}_{2} \int \mathcal{J}(\underset{\sim}{\beta} \circ \underset{\sim}{k} 0) \\
& f_{1}^{(0)}\left(\underset{\sim}{p}+\underset{\sim}{\beta}-\frac{k}{\sim}\right) f_{2}^{(0)}(\underset{\sim}{p}+\underset{\sim}{\beta}+k)\left[\phi_{1}(\underset{\sim}{p}+\underset{\sim}{\beta}-\underset{\sim}{k})+\phi_{2}(\underset{\sim}{p}+\underset{\sim}{\beta}+\underset{\sim}{k})\right] d \underset{\sim}{k} d \boldsymbol{\beta} \\
& \quad \equiv-f^{(0)}(\underset{\sim}{r}, \underset{\sim}{p}) R \phi . \tag{133}
\end{align*}
$$

The linearized $W-S$ collision operator is usually written in terms of the transition operator $t$ as

$$
\begin{align*}
& \left(R \phi_{1}=-(2 \boldsymbol{\pi})^{4} \hbar^{2} \operatorname{Tr}_{2} \int f_{2}^{(0)}\right. \\
& \left\{\int t_{g^{\prime}}^{g}\left(\phi_{1}^{\prime}+\phi_{2}^{\prime}\right) t_{g^{\prime}}^{\boldsymbol{g}} \quad \delta(E) d\left(\mu{\underset{\sim}{g}}^{\prime}\right)\right. \\
& \left.\quad+\left(2 \mathbb{T}_{i}\right)^{-1}\left[t_{g}^{g}\left(\phi_{1}+\phi_{2}\right)-\left(\phi_{1}+\phi_{2}\right) t_{g}^{g}\right]\right\}{\underset{\sim}{2}}_{2}^{t} \tag{134}
\end{align*}
$$

Here $\underset{\substack{g \\ g}}{\text { and }}{ }^{\prime}$ are the relative velocities after and before collision and $\mathrm{t}_{\mathrm{g}}^{\mathrm{g}}$, is an operator in internal states, being a partial matrix element of $t$ defined as

$$
\begin{equation*}
\langle a| t_{g}^{g}|b\rangle \equiv\langle a, \mu \underset{\sim}{g}| t\left|b, \mu_{\sim}^{\prime}\right\rangle \tag{135}
\end{equation*}
$$

for internal states $a$ and $b$ (for the pair of molecules) and momentum kets normalized according to $\left\langle\mu \mathrm{g} \mid \mu g^{\prime}\right\rangle=\delta\left(\mu g^{\prime}-\mu g^{\prime}{ }^{\prime}\right) \cdot \phi_{I}^{\prime}$ is short for $\phi_{1}\left(W_{1}^{\prime}\right)$, the linear perturbation function for molecule l evaluated at reduced velocity, Eq. (28), Wi appropriate to molecule l before collision. It is understood that the velocities are related by

$$
\begin{align*}
& {\underset{\sim}{W}}_{1}=(2)^{-1 / 2}(\underset{\sim}{\boldsymbol{G}}-\underset{\sim}{\boldsymbol{Y}}) \quad, \quad W_{2}=(2)^{-1 / 2}(\underset{\sim}{\boldsymbol{j}}+\underset{\sim}{\boldsymbol{Y}}) \\
& W_{i}^{\prime}=(2)^{-1 / 2}\left(\underset{\sim}{\boldsymbol{q}}-{\underset{\sim}{r}}^{\prime}\right) \quad, \quad \underset{\sim}{W_{2}^{\prime}}=(2)^{-1 / 2}\left(\underline{\sim}+\boldsymbol{\gamma}^{\prime}\right) \tag{136}
\end{align*}
$$

where $\underset{\sim}{\mathcal{G}}$ is the reduced center-of-mass velocity and $\boldsymbol{\sim}=(\mathrm{m} / 4 \mathrm{kT})^{1 / 2} \underset{\sim}{g}$ is the reduced relative velocity. Lastly the magnitude of $\boldsymbol{r}^{\prime}$ is restricted by energy conservation as denoted by $\delta(E)$ which is shorthand for

$$
\delta(E) \rightarrow \delta\left(E_{a}+\frac{1}{2} \mu g^{2}-E_{b}-\frac{1}{2} \mu g^{\prime 2}\right)
$$

if the pair molecular internal states a and b appear as in Eq. (135). The dagger, ${ }^{\boldsymbol{t}}$, here acts only on internal states.

This equation is of much more complex form than the Wang Chang Uhlenbeck equation, Eq. (125), since both $\phi$ and $\boldsymbol{R} \phi$ are generally non-diagonal in internal state labels. It is seen that this is not written in terms of cross sections and in fact $t$ appears linearly as well as quadratically. If $\phi$ and $R \phi$ are diagonal then the optical theorem, Eq. (124), reduces Eq. (134) to the linearized version of the WCU, Eq. (125)

Matrix elements of $R$ are conveniently expressed as kinetic theory cross sections

$$
\begin{equation*}
\sigma(A \mid B)=\langle\langle A| Q \mid B\rangle\rangle n^{-1}(\pi \mu / 8 k T)^{1 / 2}, \tag{137}
\end{equation*}
$$

it being understood that $A$ and $B$ are normalized according to the inner product of Eq. (43). It is necessary to pick a basis in which to expand $\phi$ and for which all the collision integrals can be expressed. Now $\phi$ is a function of velocity and an operator in internal states, moreover $Q$ is rotationally invariant. These considerations suggest that a convenient basis is one in which velocity polarizations and internal state polarizations are separately irreducible representstions of the 3 -dimensional rotation group. This also is motivated by the experimental fact that velocity angular momentum directional coupling appears to be weak. It is thus convenient [7] to use the normalized velocity polarizations [7] $\mathcal{L}^{\mathrm{ps}}(\underset{\sim}{W})$,

$$
\begin{equation*}
\left.\ll L^{p s}(\underset{\sim}{W})\left|L^{p^{\prime} s^{\prime}}(\underset{\sim}{W})\right\rangle\right\rangle=\delta_{p p^{\prime}} \delta_{S s^{\prime}} E^{(p)} \tag{138}
\end{equation*}
$$

which are proportional to a product of irreducible tensors $[W](p)$ and associated Laguerre polynomials $\mathcal{L}_{\mathrm{S}}^{\mathrm{p}+\frac{1}{2}}\left(\mathrm{~W}^{2}\right)$ together with ortho-


$$
\begin{equation*}
P^{j}(\overline{\mathrm{v}} v) \equiv \sum_{\mathrm{m}}|j \mathrm{~m} \overline{\mathrm{v}}\rangle\langle j m v| \tag{139}
\end{equation*}
$$

and $\mathscr{y}^{(q)}(\underset{\sim}{J})$ is proportional to $[J]^{(q)}$, all being normalized such that

$$
\begin{align*}
\left\langle y^{(q)}(J)\right. & \left.p^{j}(\bar{v} v)\left(p_{j v}\right)^{-1 / 2}\left|y^{\left(q^{\prime}\right)}(J) p^{j}\left(\bar{v}^{\prime} v^{\prime}\right)\left(p_{j^{\prime} v^{\prime}}\right)^{-1 / 2}\right\rangle\right\rangle \\
= & \delta_{q q^{\prime}} \delta_{j j^{\prime}} \delta_{\bar{v} \bar{v}^{\prime}} \delta_{v v^{\prime}} E^{(q)} . \tag{1.40}
\end{align*}
$$

The $\bar{v}$, $v$ indices label degenerate internal states other than the angular momentum while the $m$ dependence of a polarization has been recoupled to a spherical harmonic $\mathscr{y}^{(q) \mathscr{V}(J)}$ dependence on angular momentum according to

$$
y^{(q) v}(j) P^{j}(\bar{v} v)=(i)^{q}[(2 j+1)(2 q+1)]_{m m}^{1 / 2},(-1)^{j-m}\left(\begin{array}{rrr}
j & q & j \\
-m & v & m^{\prime}
\end{array}\right)|j m \bar{v}\rangle\left\langle j m^{\prime} v\right|
$$

(...) being a 3-j symbol [36] The product basis

$$
\begin{equation*}
A_{p q s j} \overline{v v} \equiv L^{p s}(\underset{\sim}{w}) \mathcal{Y}^{(q)}(\underset{\sim}{J}) p^{j}(\bar{v} v)\left(p_{j v}\right)^{-1 / 2} \tag{142}
\end{equation*}
$$

is thus tensor valued in both velocity and internal states and reduces for diamagnetic diatomic molecules (egg. $N_{2}$ ) to Apqsj,
there being no v states.
A kinetic cross section, Eq. (137), arising from the use of such polarizations is a tensor that is symmetric traceless in four sets of indices, labelled pqp' and q'. Since $R$ is rotationally invariant, such a quantity must be expressible in terms of one or more scalars. The choice of coupling scheme for expressing the results is motivated by the smallness of the directional coupling of velocity and angular momentum. In terms of $3-j$ symbols, this is expressed as

$$
\mathscr{S}\left(A_{p q s j} \bar{v} v^{\mu v} \mid A_{p \prime} q^{\prime} s^{\prime} j^{\prime} \bar{v}^{\prime} v^{\prime} \mu^{\prime} v^{\prime}\right)=\sum_{k K}(-1)^{k+p+q+\mu+\nu^{\prime} \Omega(k q \prime q)^{1 / 2}}
$$

$$
\Omega\left(k p p^{\prime}\right)^{1 / 2}\left(\begin{array}{ccc}
k & q & q^{\prime}  \tag{143}\\
k & -v & v^{\prime}
\end{array}\right)\left(\begin{array}{ccc}
k & p & p^{\prime} \\
-k & -\mu & \mu^{\prime}
\end{array}\right) \boldsymbol{\sigma}\left(p q \beta j \bar{v} v \mid p^{\prime} q^{\prime} s^{\prime} j^{\prime} \bar{v}^{\prime} v^{\prime}\right)_{k}
$$

with scalar cross sections (...|...) $k$ and normalization constant [13] $\left(L=l_{1}+l_{2}+l_{3}\right)$
$\Omega\left(l_{1} l_{2} \ell_{3}\right)=\frac{(L+1)!\left(L-2 l_{1}\right)!\left(L-2 l_{2}\right)!\left(L-2 l_{3}\right)!}{2\left(2 l_{1}\right)!\left(2 l_{2}\right)!\left(2 l_{3}\right)!}\left[3-(-1)^{L}\right]$.
It is seen that $k$ is a measure of the directional coupling between velocities and angular momenta. For $k=0$, this coupling vanishes and $I$ will refer to such cross sections as relaxation terms while $k \neq 0$ terms necessarily arise in the field dependence of transport coefficients, compare Eq. (57), to produce polarizations that are phase randomized by the field. Hence these will be called production cross sections.

The polarizations $A_{p q s j \bar{v}}$ are very useful for uncoupled model calculations and for cataloguing the results of collision calculations On the other hand, the laws of conservation of mass, momentum and energy involve combinations of these quantities. The flux terms that naturally arise in hydrodynamics are also combinations of the A's. The six quantities of hydrodynamic interest are:

$$
\begin{align*}
& \text { mass } \quad B_{0000} \equiv 1=\sum_{j v}\left(p_{j v}\right)^{1 / 2} A_{o o o j v v}  \tag{145}\\
& \text { momentum }(2 m k T)^{1 / 2} B_{1000} \equiv \operatorname{mv}_{\sim}=(2 m k T)^{1 / 2} \sum_{j v}\left(p_{j v}\right)^{1 / 2} A_{l 00 j v v} \tag{146}
\end{align*}
$$

reduced non-equilibrium energy

$$
\begin{array}{r}
\left(c_{i n t} / k\right)^{1 / 2}{ }^{1 / 0001}-(3 / 2)^{1 / 2} B_{0010} \equiv H_{i n t}+w^{2}-\left\langle H_{i n t}\right\rangle-3 / 2 \\
\quad=\sum_{j v}\left(p_{j v}\right)^{1 / 2}\left[\left(\epsilon_{j v}-\left\langle H_{i n t}\right\rangle\right) A_{000 j v v}-(3 / 2)^{1 / 2} A_{001 j v v}\right] \tag{147}
\end{array}
$$

reduced shear momentum flux

$$
\begin{equation*}
B_{2000} \equiv(2)^{1 / 2}[\underset{\sim}{W}]^{(2)}=\sum_{j v}\left(p_{j v}\right)^{1 / 2} A_{200 j v v} \tag{148}
\end{equation*}
$$

translational heat conductivity

$$
\begin{equation*}
B_{1010} \equiv-(4 / 5)^{1 / 2}\left(W^{2}-5 / 2\right) \underset{\sim}{W}=\sum_{j v}\left(p_{j v}\right)^{1 / 2} A_{101 j v v} \tag{149}
\end{equation*}
$$

and internal heat conductivity

$$
\begin{align*}
B_{1001} & \equiv(2)^{1 / 2} \underset{\sim}{W}\left(H_{i n t}-\left\langle\psi_{i n t}\right\rangle\right)\left(k T^{2} C_{i n t}\right)^{-1 / 2}  \tag{150}\\
& =\sum_{j v}\left(p_{j v}\right)^{1 / 2} A_{100 j v v}\left(\epsilon_{j v}-\left\langle H_{i n t}\right\rangle\right)\left(k T^{2} C_{i n t}\right)^{-1 / 2}
\end{align*}
$$

Here the $\mathrm{B}_{\text {pqst }}$ notation is one that was used in the earlier literature. [3] - Cross sections in mixed representation will be denoted

$$
\begin{equation*}
\sigma\left(p q s j v_{v}| | p^{\prime} q^{\prime} s^{\prime} t^{\prime}\right)_{k} \equiv \mathcal{\sigma}\left(A_{p q s j \vec{v} v} \mid B_{p \prime q^{\prime} s^{\prime} t^{\prime}}\right)_{k} \tag{151}
\end{equation*}
$$

with the same tensorial reduction as given above in Eq. (143).
Collisions are unaffected by the center of mass motion. Hence it is possible to explicitly carry out the integral over $\underset{\sim}{\mathcal{J}}$ leaving integrals over the relative momenta of the pair. Two types of relative coordinate integrals arise, $\sigma^{\prime}$ in which both internal state polarizations in $\sigma$ are carried by the same molecule, and $\sigma$ " for different molecules. The result of the $\underset{\sim}{\mathcal{V}}$ integration is expressed as

$$
\begin{aligned}
& \sigma(p q s j \text { vvlp'q's'j'viv' })_{k} \\
& =(2 k+1) \Omega\left(k p p^{\prime}\right)^{-1 / 2} \sum_{\ln l^{\prime} n^{\prime}} I^{(k)} \ln l^{\prime} n^{\prime} ; p s p^{\prime} s^{\prime} \Omega\left(k l l^{\prime}\right)^{1 / 2} \\
& \left\{\sum_{j_{2} v_{2} \dot{j}_{2} v_{2} v^{\prime}}\left(p_{j_{2}} v_{2} v^{\prime} p_{j_{2} v_{2}}\right)^{1 / 2} \sigma^{\prime}\left(\operatorname{lnj} \bar{v} v j_{2} v_{2} q \mid l^{\prime} n^{\prime} j^{\prime} \bar{v}^{\prime} v^{\prime} j_{2}{ }^{\prime} v_{2}^{\prime} q^{\prime}\right)_{k}\right. \\
& \left.t(-1)^{\prime \prime} \sum_{j_{1}}^{\prime} \sum_{v_{1}}^{\prime} j_{2} v_{2}\left(p_{j_{1}} v_{1} p_{j_{2} v_{2}}\right)^{1 / 2} \sigma^{\prime \prime}\left(\operatorname{lnj} \bar{v} v_{j_{2}} v_{2} q \mid \ell^{\prime} n^{\prime} j_{1}{ }^{\prime} v_{1}^{\prime} j^{\prime} \bar{v}^{\prime} v^{\prime} q^{\prime}\right)_{k}\right\}
\end{aligned}
$$

and involves a complicated expansion coefficient $I_{\ell n}^{(k)} \ell^{\prime} n^{\prime} ; \operatorname{psp}^{\prime} s^{\prime \prime}$. This involves [37] a 9-j symbol and will not be reproduced here. An examination of these results shows that there are various exact relations betwen cross sections, exemplified by

$$
\begin{equation*}
\sigma\left(120 \quad j \bar{v} v|\mid 1010)_{2}=-(5)^{-1 / 2} \sigma(020 \quad j \bar{v} v| | 2000)_{2}\right. \tag{153}
\end{equation*}
$$

and others have been mentioned by Professor Beenakker [1]. A study of $I^{(k)}$... limits what polarizations can be produced from the hydrodynamic fluxes and these are summarized in Table II.

Further progress can be made within a Distorted Wave Born Approximation (DWBA). The intermolecular potential is considered as a sum of spherical $V_{0}$ and non-spherical $V_{l}$ parts with the collisional effect of the first dominating the second. If there was only the spherical potential, only relaxation ( $k=0$ ) cross sections occur and these are explicitly given by

$$
\begin{align*}
& \widetilde{G}^{(0)}\left(p q s j \bar{v} v \mid p^{\prime} q^{\prime} s^{\prime} j^{\prime} \bar{v}^{\prime} v^{\prime}\right)_{k}=\delta_{k o} \quad \delta_{q^{\prime} q} \delta_{p^{\prime} p} \\
& \delta_{\bar{v}_{\mathrm{v}}} \delta_{\overline{\mathrm{v}}^{\prime} \mathrm{v}^{\prime}} \sum_{\ell \ln n^{\prime}}(2 \mathrm{p}+1)^{-\frac{1}{2}}(2 \ell+1)^{\frac{1}{2}} \mathrm{I}_{\ell \ln \ell^{\prime}} ; \mathrm{psps}^{\prime}(0) \\
& {\left[\delta_{j j^{\prime}} \delta_{\mathrm{Vv}^{\prime}}+\delta_{\mathrm{qo}}(-1)^{l}\left(p_{j \mathrm{v}^{\prime}} \mathrm{p}_{j^{\prime} \mathrm{v}^{\prime}}\right)^{\frac{1}{2}}\right] \mathrm{S}_{\mathrm{v}}^{(1)}(\text { lnoodln' } 00010)_{0} \text {. }} \tag{154}
\end{align*}
$$

The velocity cross section $\boldsymbol{\sigma}_{\mathrm{v}}{ }^{(1)}$ is in turn expressible according to

$$
\sigma_{\mathrm{v}}^{(1)}\left(\ln 000\left|l^{\prime} 000\right| 0\right)_{0}=\frac{1}{2}(\pi)^{\frac{1}{2}} \sum_{r} B\left(n l, n^{\prime} l, r\right) I_{r}^{l}(\mathbb{T})
$$

in terms of Brody-Moshinsky coefficients [38] and Talmi integrals [39] $I_{r}^{l}(T) \equiv 4 \pi\left[\Gamma\left(r+\frac{3}{2}\right)\right]^{-1} \int_{0}^{\infty} \int_{-1}^{1} \exp \left(-r^{2}\right) r^{2 r+3}\left[1-P_{l}(\cos x)\right] \sigma(g, x) d \cos x d r$
of the differential cross section $\sigma(g, \chi)$ at deflection angle $\chi$ and Legendre polynomial $P_{l}(\cos \chi)$. An alternative form in terms of Chapman Cowling [25] $\Omega^{(l, s)}$ integrals is also given in reference 7 . If $p$ and/or $s$ is non-zero, it might be expected that $\sigma^{(0)}(\ldots \mid \ldots)_{0}$ dominates $\sigma(\ldots l \ldots)_{0}$ but in practise this often appears to be only $50 \%$ true, see in particular the $\sigma(1200)$ data of $\mathbb{N}_{2}$ appearing in reference 40.

A perturbation expansion of the transition operator $t=t_{0}+t_{1}+$ in powers of $V_{1}$ gives for $t_{1}$ the expression


$$
\begin{equation*}
t_{I}=\tilde{\Omega}_{0} v_{1} \Omega_{0} \tag{157}
\end{equation*}
$$

where $\Omega_{0}$ is the Møller wave operator for the spherical potential and $\widetilde{\Omega}_{0}$ is its operator transpose (time reverse of the adjoint - also called [4I] the $L$ conjugate). If $V_{I}$ is written as

$$
\begin{equation*}
v_{1}=\sum_{l_{1} l_{2} L} \ell_{1}^{\left(l_{1}\right)} \ell_{2}^{\left(l_{2}\right)} \theta^{l_{1}+l_{2}} v\left(l_{2} l_{1} \mathrm{~L}\right) \sigma^{J} y^{(\mathrm{L})}(\hat{R}) b_{l_{1} l_{2} L} \tag{R}
\end{equation*}
$$

Where $R=R \hat{R}$ is the position of molecule 2 relative to molecule $I$ and $\mathscr{l}_{i}^{(l)}$ is an $l^{\text {th }}$ rank tensor operator (assumed hermitian) on molecule $i$, then the DWBA transition operator is
where the translational dependence is contained entirely in the quantity

$$
A_{\ell_{1} \ell_{2}}^{(\mathrm{L})}\left(\underset{\sim}{g}, g_{2}^{\prime}\right) \equiv\langle\mu \mathrm{g}| \tilde{\Omega}_{0} y^{(\mathrm{L})}(\hat{\mathrm{R}}) \mathrm{b}_{\ell_{1} \ell_{2} \mathrm{~L}}(\mathrm{R}) \Omega_{0}\left|\mu \mathrm{~g}_{\sim}^{\prime}\right\rangle .(160)
$$

The evaluation of $A_{Q_{1}}^{(L)}\left(\underset{\sim}{g}, g_{d}^{\prime}\right)$ requires a knowledge of the complete scattering wavefunctions for $V_{0}$ while the internal state dependence of $t_{1}$ is entirely separated from the translational motion. It is now useful to express the $\ell^{(l)}$ in terms of reduced (group theoretical reduction, see e.g. Edmonds [36]) matrix elements

$$
\begin{equation*}
\left\langle j m v\left\|\|^{(l) \mu}\left|j^{\prime} m^{\prime} v^{\prime}\right\rangle \equiv(-1)^{j-m} \int_{\mathrm{m}}^{j}{ }_{\mathcal{M}}^{j} \mathrm{~m}^{\prime} \mathrm{m}^{\prime}\right\rangle\left\langle j v\left\|ل^{(l)}\right\| j^{\prime} v^{\prime}\right\rangle .\right. \tag{161}
\end{equation*}
$$

With these definitions, it is possible to say a little bit about the kind of results that one can obtain while the detailed treatment and a complete definition of the quantities used are given in reference 7.

Relaxation ( $k=0$ ) collision integrals are exemplified by the special case $p=s=p^{\prime}=s^{\prime}=0$, these collision integrals (for $q=$ $q^{\prime}=2$ ) being important in viscosity, depolarized Rayleigh, Raman and flow birefringence studies. From Eq. (152) there are contrib-
utions from both $\sigma^{\prime}$ and $G^{\prime \prime}$ collision integrals. If many different $j$ levels are occupied, it turns out that the dependence on Boltzmann factors $p_{j}$, Eq. (75), implies that the $\sigma^{\prime \prime}$ contributions are small. An explicit formula for the $\sigma^{\prime}$ contribution, within the DWBA, is

$$
\begin{aligned}
& \frac{\left|\left\langle j_{2} v_{2}\left\|l^{\left(\ell_{2}\right)}\right\| j_{2}^{\prime} v_{2}^{\prime}\right\rangle\right|^{2}}{\left(2 l_{1}+1\right)\left(2 l_{2}+1\right)(2 L+1)^{\frac{1}{2}}}\left[\frac{1}{2} \sum_{j=v^{\prime \prime}}\left(\frac{p_{j{ }^{n} v^{\prime}}}{p_{j v}}\right)^{\frac{1}{2}}\right. \\
& \delta_{j j^{\prime}}(2 j+1)^{-\frac{1}{2}}\left(2 j^{n+1}\right)^{-\frac{1}{2}}(-1)^{l_{1}+j+j^{\prime \prime}} \\
& \left(\left\langle j \bar{v}\left\|\ell^{\left(l_{1}\right)}\right\| j^{\prime \prime} v^{\prime \prime}\right\rangle\left\langle j^{n} v^{\prime \prime}\left\|\ell^{\left(\ell_{1}\right)}\right\| j \bar{v}^{\prime}\right\rangle \delta_{v^{\prime} v}\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.+\epsilon_{j_{2}^{\prime} v_{2}^{\prime}}-\epsilon_{j v}-\epsilon_{j_{2} v_{2}}\right)_{0} \\
& \text { - (-1) } q\left\{\begin{array}{ll}
l_{1} & j^{j} \\
j^{\prime} & j \\
j
\end{array}\right\}\left\langle j \bar{v}\left\|\ell^{\left(l_{1}\right)}\right\| j^{\prime} \bar{v}^{\prime}\right\rangle\left\langle j^{\prime} v^{\prime}\left\|\ell^{\left(l_{1}\right)}\right\| j v\right\rangle \\
& \left.\sigma_{p}(1)\left(\text { cOL } l_{1} \ell_{2}\left|00 L \ell_{1} \ell_{2}\right| \epsilon_{j^{\prime} v^{\prime}}+\epsilon_{j_{2}^{\prime} v_{2}^{\prime}}-\epsilon_{j v}-\epsilon_{j_{2} v_{2}}\right) \quad 0\right] \text {. } \tag{162}
\end{align*}
$$

This involves an integral over velocities of the square of $A_{\ell_{1} \ell_{2}}^{(L)}$, namely

If the energy inelasticity of the collisions is ignored, $\mathrm{x}=0$, then one has a complete factorization of internal and translational state dependence with the $\mathcal{S}^{(1)}$ integral acting as a scale factor for all these relaxation cross sections. So far, only the $j$ diagonal contributions to the relaxation matrix, Eq. (162), have been explored and these do not agree with the DPR experimental data [42]. The implic-
ations of using the full matrix has still to be explored. For diamagnetic diatomic (no $v$ states) the $j$ dependence of the diagonal $\boldsymbol{\sigma}^{\prime \prime}$ s is given by

$$
\begin{aligned}
& \sigma^{\prime}(\text { oqojloqoj })_{0}=\sum_{l_{1}}\left(\begin{array}{lll}
j & l_{1} & j \\
0 & 0 & 0^{2}
\end{array}\left[I-(-I)^{\ell_{1}+q}(2 j+I)\left\{\begin{array}{lll}
j & j & q \\
j & j & l_{I}
\end{array}\right)\right] x\right. \\
& x \text { function }\left(l_{1}, T\right)
\end{aligned}
$$

$\simeq(2 \boldsymbol{j}+1))^{-2} \mathbf{x}$ function (T)
where the last form is valid for large values of $j$. This is the basis of the dependence that was assumed in fitting the $\mathrm{O}_{2}$ viscosity data, Eq. (89).

A typical production integral is
$\sigma(020 \text { jvvll 2000 })_{2}=j_{1}^{\prime} \sum_{v_{1}^{\prime}} \sum_{2}^{\prime} \nabla_{2}^{\prime} j_{2} v_{2}$

$\sum_{\ell_{1}} \ell_{1}^{\prime} \ell_{2} L I \cdot\left\{\begin{array}{ccc}2 & l_{1} & l_{1}^{\prime} \\ j_{1}^{\prime} & j & j\end{array}\right\}\left\{\begin{array}{lll}2 & L & I^{\prime} \\ l_{2} & l_{1}^{\prime} & l_{1}\end{array}\right\} \quad \frac{\left|\left\langle j_{2} v_{2}\left\|l^{\left(l_{2}\right)}\right\| j_{2}^{\prime} v_{2}^{\prime}\right\rangle\right|^{2}}{2 l_{2}+1}$
$(5)^{\frac{1}{2}}(-1)^{l_{1}+l_{2}+I^{\prime}+1}\left\langle j \bar{v}\left\|\ell^{\left(l_{1}\right)}\right\| j_{1}^{\prime} v_{1}^{\prime}\right\rangle\left\langle\left\langle_{1}^{\prime} v_{1}^{\prime}\left\|d^{\left(l_{1}\right)}\right\| j v\right\rangle\right.$
$\sigma_{v}^{(I)}\left(00 L l_{1} l_{2}\left|20 L^{\prime} l_{1}^{\prime} l_{2}\right| \epsilon_{j_{1}^{\prime} v_{1}^{\prime}}+\epsilon_{j_{2}^{\prime} v_{2}^{\prime}}-\epsilon_{j v}-\epsilon_{j_{2} v_{2}}\right)_{2}$
where $\sigma_{V}{ }^{(1)}$ is a translational collision integral of slightly more complicated structure that is $\mathcal{G}_{\mathrm{p}}^{(1)}$, Eq. (163). However it can be shown that this $\mathcal{F}_{\mathrm{V}}^{(1)}$ vanishes if the energy inelasticity is set equal to zero. It is thus reasonable to consider the limit

$$
\begin{equation*}
\lim _{x \rightarrow 0}(k T / x) \sigma_{v}^{(1)}\left(00 L l_{1} l_{2}\left|20 L^{\prime} l_{1}^{\prime} l_{2}\right| x\right)_{2} \equiv \lim \sigma \tag{166}
\end{equation*}
$$

which can be shown to be non-zero, at least in one approximation [7,43]. To first order in $x$, the $j$ dependence of the production integral is then given by [7]

$$
\begin{aligned}
& G\left(020 j^{v} v \| 2000\right)_{2}=\sum_{j^{\prime} v^{\prime} l_{1} \ell_{1}^{\prime}}\left(\frac{p_{j^{\prime}} v^{\prime}}{2 j^{\prime}+1}\right)^{\frac{1}{2}}\left\{\begin{array}{ccc}
2 & l_{1} & l_{1}^{\prime} \\
j^{\prime} & j & j
\end{array}\right\}\left(\frac{\epsilon_{j v^{-}}-\epsilon_{j^{\prime}} v^{\prime}}{k T}\right) \\
& \left\langle j \bar{v}\left\|d^{\left(l_{1}\right)}\right\| j^{\prime} v^{\prime}\right\rangle\left\langle j^{\prime} v^{\prime}\left\|\ell^{\left(l_{1}\right)}\right\| j v\right\rangle \times \text { function }\left(l_{1}^{\prime}, l_{1}, T\right) \quad .(167)
\end{aligned}
$$

For diamagnetic diatomic molecules in the large $j$ approximation, this is proportional to

$$
\begin{equation*}
\sigma(020 j \| 2000)_{2} \cong\left(p_{j}\right)^{1 / 2} \times \text { function }(T) \tag{168}
\end{equation*}
$$

which is the $j$ dependence that is now being used in correlating theory and experiment.

If it is further assumed that $A_{\ell_{1} \ell_{2}}^{(\mathrm{L})}\left(\mathrm{g}, \mathrm{g}^{\prime}\right)$ is, tensorially, only a function of the momentum transfer

$$
\begin{equation*}
\underset{\sim}{K} \equiv \mu\left({\underset{\sim}{g}}^{\prime}-\underset{\sim}{g}\right), \tag{169}
\end{equation*}
$$

then it can be shown that for $L^{\prime}=I$,

$$
\begin{equation*}
\lim \tilde{\sigma}=\frac{2}{5}\left[\frac{I(L+1)}{3(2 L+3)(2 L-1)}\right]^{\frac{1}{2}} \hat{\sigma}_{p}^{(1)}\left(00 L \ell_{1} \ell_{2}\left|00 L l_{1}^{\prime} l_{2}\right| 0\right)_{0} \tag{170}
\end{equation*}
$$

which allows one to obtain the approximate relation

$$
\begin{aligned}
& G\binom{0200}{2000} \equiv \sum_{j} \frac{\left(p_{j}\right)^{\frac{1}{2}}[j(j+1)(2 j+3)(2 j-1)]^{1 / 2}}{\langle j(j+1)(2 j+3)(2 j-1)\rangle^{1 / 2}} \sigma(020 j \| 2000)_{2} \\
\simeq & \frac{k T}{B\langle j(j+1)(2 j+3)(2 j-1)\rangle^{1 / 2}}
\end{aligned}
$$

$$
\left[\frac{3 I(I+1)(2 L+1)\left(2 l_{1}+1\right)\left(2 l_{1}+3\right)\left(2 l_{1}-1\right)}{5(2 L+3)(2 L-I) l_{1}\left(l_{1}+I\right)}\right]^{1 / 2}
$$

$$
\left\{\begin{array}{lll}
l_{2} & l_{1} & L  \tag{171}\\
2 & L & l_{1}
\end{array}\right\}\binom{0010}{0010}
$$

where $B$ is the rotational constant and it is assumed that only one anisotropic potential, specified by $\ell_{1} l_{2} L$ is present. This approximate relation between an effective viscosity production integral and a rotational energy relaxation rate constant has had some measure of success in comparison with experiment [44].
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[^0]:    * The subject matter of these lectures is essentially contained in a series of papers by D. Bedeaux and the author []-3].
    ** A similar point of view was taken by Giterman and Gorodetskii [31].

[^1]:    * The calculations of sections $4-6$ can, in principle, also be made by assuming that the Ornstein-Zernike form is slightly modified:

[^2]:    Research supported by the United States Air Force Office of Scientific Research Grant Number 73-2430A.

[^3]:    The vector $\overrightarrow{\mathrm{g}}$ is of course limited to the first Brillouin zone. However, if one considers polycrystalline powders, one has to average $\tilde{\sim}(t)$, and hence the moments, over the direction of $\vec{q}$, which breaks the ${ }^{\text {a }}$ periodicity in the reciprocal lattice.

[^4]:    * This argument is more convincing if one considers the relaxation function instead of the correlation function. However, in the small wavenumber or low frequency limit, these two functions become identical.

[^5]:    The fluctuation theorem relates the static susceptibility and correlation function as follows:

    $$
    \lim _{q \rightarrow 0} x_{q}=\frac{N g^{2} \mu^{2} s s(s+1)}{3 k_{B} T} \lim _{q \rightarrow 0} \gamma_{q},
    $$

    where $g$ is the Lander factor and $\mu_{B}$, the Bohr magneton.

[^6]:    * Enskog notices that "b is thus four times the volume of the molecule, per unit mass". And he adds, "It has been impossible to date (1922) to calculate g exactly. The theory in this paper is only complete when $g$ has been found, but we may arrive at many quantitative results without knowing g."

[^7]:    Notice that the probability of finding two molecules at a certain separation (say $\boldsymbol{\sigma}$ ) where the gas is not in equilibrium is approximated by the same function at equilibrium.

[^8]:    *The Enskog theory for a (dense) fluid of hard discs has been developed by D.M. Gass, J. Chem. Phys. 54 (1971) 1898. We will not consider this two dimensional problem here.

[^9]:    4.3 Transverse case

    For the transverse case $\boldsymbol{\epsilon 1 H}$ it becomes appropriate to

